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Introduction






Introduction

The last decade has shown a rapid growth of the software industry. Statements such
as “software is eating the world” [5] and “every company is now a software company”
are frequently used in business articles to emphasize the importance of software for
every company. To keep up with this growth, businesses are required to go through a
transformation, a digital transformation. In order to meet this new digital world they
will have to give automation through software solutions a central position in their
vision and policies.

However, these companies face two challenges when they undergo this digital trans-
formation. First, they have to attract IT professionals that are trained in software
development. In doing so they will quickly learn that there is a lack of trained IT per-
sonnel [263] and that scarcity is only expected to increase in the coming years [22].
Although investments are made to train more IT personnel we should not expect the
scarcity to be resolved any time soon. Secondly, the company needs to be organized in
such a way that software development is done efficiently. Methods such as Agile and
DevOps show that cooperation in cross-functional teams is crucial to decrease the time
to market and increase the quality of software solutions. Domain-Driven Design [74]
and the upcoming BizDevOps [82] emphasize the cooperation by bringing the business
side closer to the process of software development.

A recent development, Low-Code Platforms (LCPs) (a term first used by Richard-
son & Rymer [206]), could be the solution to both these challenges [156]. Through
the introduction of higher-level abstractions, such as domain-specific models or lan-
guages, these platforms enable citizen developers (professionals without training in
software development) to develop software systems. The term low-code emphasizes
that these platforms enable the development of software systems with a low effort
of coding. Enabling untrained professionals to participate in the software develop-
ment process not only means that fewer trained IT personnel are needed, but that the
business side is also automatically more involved in the development of the software.
Many of the ideas in LCPs appear to come from research domains such as Domain-
Specific Languages [56, 143], and Model-Driven Engineering (MDE) [128]. Although
both Bock & Frank [19] and Luo et al. [156] argue that there are no radical innova-
tions in LCPs, Cabot [28] sees LCPs as an opportunity to bring existing knowledge and
techniques under attention and use the new momentum to further the scientific knowl-
edge. Ruscio et al. [213] do see differences between MDE and LCPs such as platform
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(cloud versus desktop), users (citizen developers versus professional developers), and
domain (business applications versus more technical domains).

In order for LCPs to enable citizen developers to develop increasingly large and
complex software systems they need to incorporate approaches that enable the devel-
opment of such large systems. Examples of these approaches are architectural patterns
such as the microservice architecture style (MSA) and event-driven architectures. Both
these patterns provide new ways of modularizing large systems. Abstractions that im-
prove modularization are essential to manage the complexity of increasingly complex
and large software systems [191]. The idea behind the MSA style is to develop a
number of smaller (and thus less complex) interconnected software systems instead
of a large monolithic system [121]. An event-driven architecture assures that different
parts of a software system, such as microservices, communicate in an asynchronous
manner [87, 141]. This results in a loosely coupled system in which the different
microservices can be developed autonomously. Development teams can focus on a
smaller part of the system, lowering the complexity of their tasks. These architectural
patterns are already starting to find their way into the design of LCPs [202, 231],
which enables citizen developers to create scalable and manageable solutions.

In this software-driven world, software applications can no longer be seen as iso-
lated systems, by taking part in software ecosystems they are connected to the out-
side world [124]. Software ecosystems are used by Software Producing Organizations
(SPOs) to increase the value of their software for their customers through collaboration
with third parties. These ecosystems are formed around software platforms, which in
turn are managed by software platform orchestrators [126]. Software platforms are a
set of organizations collaboratively serving a market for software and services. Appli-
cation Programming Interfaces (APIs) are indispensable in these software ecosystems.
API management is, therefore, an crucial activity for these orchestrators. The third
parties that extend the software systems rely on these APIs, making it essential for
these APIs to be available and scalable.

We are convinced that LCPs that incorporate an event-driven MSA style, combined
with a strong support of software ecosystem enabling capabilities such as API manage-
ment, present a solution for the pressing challenges faced for companies that want to
take part in the new software-driven world. However, the development of new soft-
ware solutions through LCPs is not enough for these companies. As Visser [258] states:
“Software is not built to last; it is built to change.” Companies do not operate in a vac-
uum; they are part of a larger world inhabited by customers, suppliers, governments,
and competitors. These outside forces cause requirements and demands to change to
which the software needs to respond. In order to be successful, companies have to
invest in their software solutions for the long haul, making sure that they meet the
changing demands.

Software evolution is the activity of responding to these outside forces that result
in changing requirements. Lehman’s law of continuing change [151] is still valid: if
software does not respond to these outside forces, it becomes less useful. Vinju [257]
sees the ideas of MDE that underpin modern LCPs as a solution for the challenge
of software evolution. The higher abstraction used in LCPs results in more precise
specifications and requirements. These specifications and requirements can be used
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to guide the software evolution. In the future, this could enable the development of
trustworthy systems as discussed by Klein et al. [139].

LCP providers need to make sure that their platforms can support companies in
their digital transformation, therefore, they need to meet the requirements of these
companies that want to partake in the software-driven world. So what is or could be
the role of the software architect in all of this? The architect’s role is to lead the LCP
through the changes that the platform most likely will face [232]. The platform has
to apply modern architectural patterns, support the engineering of software ecosys-
tems, and support the maintainability of applications for the long haul without the
platform becoming increasingly complex and eventually collapsing under all its com-
plexity. Software architects responsible for LCPs need to guide the evolution of the
platform. Unfortunately for these architects, little actionable knowledge is available
on software evolution in LCPs.

LCPs enable citizen developers to create business-critical software systems. These
systems are increasingly large and complex and need to respond to a constant stream
of outside forces that require change. This dissertation contributes to the body of
knowledge available to software architects in three areas:

Event Sourced Systems and Evolution - Event-driven architectures enable the
development of large and complex software systems. Event sourcing [84] and
Command Query Responsibility Segregation (CQRS) [275] are two specific ar-
chitectural patterns applied in MSA style and event-driven architectures. How-
ever, little knowledge and tooling is available for software architects that need
to address software evolution.

API Management in Software Ecosystems - Software ecosystems enable the
enrichment of software systems by external complementors. API management
in software ecosystems is essential. If LCPs want to support the engineering
of software ecosystems they need to offer API management capabilities. There-
fore the software architects of LCPs need to plan and develop API management
capabilities so that the LCPs can grow in maturity.

Evolution Supporting Architecture - Changes that are made to either the LCP
or the applications on top of the L.CP have an impact on other parts of the plat-
form or even on complementors. Certain changes, for instance, require follow-
up changes, such as data conversion. Software architects need tools that allow
them to assess the impact of changes. These tools or techniques allow them to
design the processes that give them control of the software evolution.
These three areas are central in this dissertation, illustrated in the simplified archi-
tecture of the low-code platform in Figure 1.1. It hosts event sourced applications that
expose APIs to the complementors in a software ecosystem.

In the remainder of this chapter we introduce the central innovations of this disser-
tation, the research approach, and research questions.
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Figure 1.1: A low-code platform, hosting an event sourced application part of a software ecosys-
tem. The model designer is used to create a model (conforming to a meta-model). The model
is transformed into a run-time model interpreted by an event sourced application. The appli-
cation is hosted on a run-time platform, which provides standardized capabilities such as load
balancing and monitoring. The application publishes APIs that are used by complementors in a
software ecosystem.

1.1 Innovations in Software Systems

Four central innovations are at the heart of this dissertation. These innovations present
new challenges in software evolution that need to be dealt with by software architects.
First, the evolution of the software industry is caused by trends such as Software-as-a-
Service [132], platformization, and the common utilization of cloud infrastructures. A
second innovation is the introduction of LCPs, which enable citizen developers to cre-
ate advanced software solutions by raising the level of abstraction to domain concepts
instead of software concepts. The third innovation is the introduction of so-called
event-driven architectures. These architectures give events a central role, enabling a
better match between the reality of business events versus system events. Finally, the
fourth innovation is the connectivity of software systems through published APIs that
enable third parties to access data and features. In this section we describe these four
innovations and state per innovation the research challenge that our work focuses on.
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1.1.1 Product Software and Software-as-a-Service

The software industry has gone through several major transitions in the last half-
century. Initially, SPOs developed stacks of technologies on top of hardware platforms,
typically as monolithic systems. However, soon operating systems [48] that could
operate on multiple hardware platforms were introduced, and end-user applications
were developed by third parties to run on top of these operating systems.

The internet era enabled SPOs to use a networked infrastructure of different services
for offering their features online. The Software-as-a-Service model [35] was born,
making it possible for SPOs to offer their products to a larger group of customers,
generally at a lower cost of ownership. The customers no longer needed to own the
hardware or other software systems, such as the operating system, to operate the
software. With the introduction of Software-as-a-Service the SPO became not only
responsible for the software itself, but also for operating the software. The demands
for performant, reliable, and scalable software systems became ever more pressing,
which is one of the major concerns that we address in this dissertation.

Increasingly, traditional SPOs, i.e., organizations whose main activities include the
production of software, such as software vendors and open source organizations, are
developing platforms as a vehicle to increase the value of their software for their cus-
tomers through collaboration with third parties. This transformation from a product
towards a platform is called ‘platformization’ [193]. Platforms are a vehicle for soft-
ware ecosystems and are defined as a set of organizations collaboratively serving a
market with software and services [126]. These ecosystems form around software
platforms, which are managed by software platform orchestrators.

Research Challenge (RC1): Software systems are offered as a service, making SPOs
responsible for operating the software. Techniques for reliable systems that continue
operating through the deployment of new versions need to be designed and evaluated.

1.1.2 Low-Code Platforms

The first use of the term low-code is attributed to the Forrester report [206] on de-
velopment platforms for customer-facing applications. LCPs are defined in the report
as “Platforms that enable rapid application delivery with a minimum of hand-coding.”
The two essential characteristics hereof are the increase of software delivery and the
decrease of the amount of coding required. The term no-code is closely related to
low-code; in general it is regarded as a particular flavor of LCP.

LCPs introduce an abstraction that makes the development of software more effi-
cient and the resulting software of higher quality. The Forrester report claims three
benefits for LCPs: accelerated application delivery, quicker response to customer feed-
back, and support for multiple platforms. A recent study by Mendix [165] claims that
LCPs result in 53% less costs, 56% more speed, and 58% more revenue. However,
the work of Luo et al. [156] paints a more nuanced picture of the benefits of LCPs by
also listing a number of liabilities. While initially these platforms have started with
relatively simple applications that automate a single task, the applications targeted
nowadays are becoming increasingly complex. Examples are enterprise services [281],
Internet of Things applications [189], and enablers of digital transformations in the
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manufacturing industry [219]. Sahay et al. [217] presents an elaborate comparison of
different LCPs that shows that they target increasingly complex application domains
and systems. Developers are invited to develop business critical systems that are con-
nected to a landscape of other systems in so-called software ecosystems.

The work of Bock & Frank [18] shows that there is no new technology in LCPs,
but they do integrate different technologies in a new way. The origin of LCPs can be
traced back to model-driven engineering, as stated by Cabot [28]. He regards low-
code as a synonym for model-driven engineering, while both Bock & Frank [18] and
Luo et al. [156] see LCPs as a bundling of existing technologies such as model-driven
engineering, database management systems, and dependency managers.

One of the technologies that is central in LCPs is model-driven development (MDD).
The approach taken by LCPs is the model-centric approach [24]: a software system is
derived automatically from a model. The term Model-Driven Engineering Environments
(MDEE) as used in Chapter 6 should be interpreted as a synonym for LCPs.

A specific characteristic of LCPs is that they target the citizen developer [177]. These
developers do not have training in software engineering but do possess specific domain
knowledge in their field. LCPs enable these professionals to build applications that
serve a specific need in their domain. Mendix, one of the leaders in the low code
market, explicitly names the citizen developer as a solution to the growing shortage
of professional software engineers [165]. This makes LCPs an important technology
to invest in.

In their overview of Product Software, Xu & Brinkkemper [273] discuss the key dif-
ferences between different categories of software. LCPs fall in the development tooling
category. Well-known LCPs such as Mendix, OutSystems, and Pega are development
tools that are licensed to many users. Applications built on top of these LCPs are gen-
erally tailor-made software systems. That is what LCPs do well: they make it more
accessible for companies to develop software.

Research Challenge (RC2): LCPs are increasingly used to build business-critical
systems and companies depend on the stability and reliability of the platform. Changes
made to the platform and applications threaten these characteristics; the evolution of
the platform and applications need to be controlled to mitigate these risks.

1.1.3 Event-Driven Architecture

The core idea of event-driven architectures is that the components in a software sys-
tem communicate through events. These events can originate from within or outside
systems, and components react to these events [32]. Event sourcing takes this idea of
events and applies it to the state management in a system. Instead of storing the cur-
rent state of a system, every change to the state is recorded as an event. The current
state can be built by the systems as a derivation of the events. There can be multi-
ple derivations that each present the state in a different manner. This increases the
flexibility of the system.

Command query responsibility segregation (CQRS) originated together with event
sourcing from the Domain-Driven Design (DDD) community. The foundations were
laid by Meyer [169] in the Command-Query Separation (CQS) principle. He defined a
command as “serving to modify objects” and a query as “to return information about ob-
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jects,” or informally worded: “asking a question should not change the answer.” This
principle is applied in the CQRS pattern: commands are accepted by the command-
side; there, it produces events that are processed by the query-side to answer the
queries it receives. Figure 1.1 illustrates this principle.

The command- and query-sides use their own data store and data model. To vali-
date and accept commands, the command-side uses a data model optimized for that
particular task. The query-side often uses a more versatile and diverse range of data
models and stores to answer questions, such as a full-text index together with a rela-
tion database.

The changes accepted on the command-side are communicated to the query-side
trough events. This communication is where CQRS and event sourcing are combined
(although it is not strictly necessary to combine the two patterns). If the command-
side uses event sourcing as a data model, the query-side can consume those recorded
events. The query-side often processes these events asynchronously, creating a weak
coupling between the two sides. This results in two independent and autonomous
components. The benefit is that these components do not influence each other from
a development and operations perspective, i.e. the performance of the command-side
is independent of the query-side. However, this does lead to eventual consistency,
which Vogels [261] defines as “when no updates are made to the object, the object
will eventually have the last updated value.” Eventually, the query-side will reflect the
events produced by the command-side but there are no guarantees on how fast this
will be done.

Eventual consistency is not the only challenge in event sourced systems. The most
prominent challenge is the evolution of the data model. As every state change is
recorded, the system should be able to read and process all of these events for eternity.
When the software system can no longer read and process all of the events, the state
can no longer be re-hydrated.

Research Challenge (RC3): Event Sourcing and CQRS are identified by industry as
techniques for performant, reliable, and scalable software systems. However, the evo-
lution of event sourced systems require new techniques and strategies that software
architects can employ.

1.1.4 Software Ecosystems and APIs

As already mentioned, more and more SPOs are turning their software products into
platforms. This enables them to create more value by leveraging the solutions devel-
oped by other organizations. To form software ecosystems, enterprises need to open
up and provide access to their data through APIs [53, 266]. APIs are defined by De
[53] as “a software-to-software interface that defines a contract for applications to
communicate with one another over a network, without the need for any user inter-
action.” For LCP providers it is advantageous to enable the design, development, and
publishing of APIs. First of all, this will enable their customers to develop software
platforms that other SPOs can enrich. Secondly, support for APIs also enables their
customers to build more complex software systems by integrating several smaller soft-
ware applications with each other. APIs enable the modularization of LCP applications,
increasing the maintainability of these solutions.
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Challenges in software ecosystems such as stability, security, and scalability are re-
lated to API management capabilities [6]. API management is the activity that enables
organizations to design, publish, and deploy their APIs for (external) developers to
consume. When SPOs transform their software systems from products to platforms,
and offer them as a service, it becomes crucial to not only implement basic and stan-
dard platform features but also support advanced platform features. SPOSs must eval-
uate the maturity of their API management capabilities and plan improvements. The
way in which they manage their APIs might turn out to be one of the determining fac-
tors for the success of their platform. Such an assessment should not only state how
mature the API management capabilities are but it should also provide a roadmap for
improvement.

Research Challenge (RC4): More and more SPOs turn their software products into
platforms and, at the same time, allow external complementors to access their plat-
forms. To effectively grow their system into an ecosystem, they need to be supported
in the management of their integration capabilities.

1.2 Research Approach

With LCPs targeting increasingly more complex software applications and systems,
new research challenges arise. Business-critical software systems model activities from
the real world and are subject to constant change [151]. Constant change requires con-
trol over the evolution of these software systems. These complex applications function
within a larger ecosystem and thus have to deal with integration and connectivity is-
sues while undergoing change. Our research focuses on the evolution of LCPs and
their applications.

The challenge that software evolution in LCPs presents to software architects is
the topic of this dissertation. We conduct our research in the context of LCPs that
support the development of cloud-based software ecosystems (see Figure 1.1). Our
research on how evolution in an LCP can be managed is done in three parts. Chapters 2
and 3 discuss how event sourcing can be applied to create performant, reliable, and
scalable software systems and how software architects can evolve these systems. The
management of APIs within a software ecosystem is discussed in Chapter 4, while
Chapter 5 discusses how maturing the API management capabilities of an LCP can
enable citizen developers to grow software ecosystems. The last chapters, 6 and 7,
present how software architects can create evolution supporting architectures for LCPs.
We visualize the different parts in Figure 1.2.

1.2.1 Research Questions

As stated previously, the research presented in this dissertation is divided into three
parts: Event Sourced Systems and Evolution, API Management in Software Ecosys-
tems, and Evolution Supporting Architecture. The research questions that guided
the research are divided into these three areas.



Section 1.2 — Research Approach | 11

Complementors from
the Software Ecosystem

Interact with

Low-Code Platform

Implemented by———p|
Application v
| APIs |
Architectural Decisions
A 4 A 4

Command Query

System System
Stores events Stores state

Reads events

Figure 1.2: This dissertation studies the challenge of software evolution in LCPs and the applica-
tions developed with these platforms. We zoom in on three areas: (1) evolution in event stores
and event sourced systems, (2) APIs published by applications, and (3) architectural decisions
that support software evolution.

Event sourcing is a relatively new pattern and has not received much attention
in existing research. However, software architects appear to identify the pattern as
beneficial for large software systems. The main research question for this research
area is

MRQ1 - What are the challenges software architects face in the evolution of
event sourced systems and how can they be mitigated?

We will answer this question by answering four sub-research questions that focus
on the pattern as perceived by industry and on existing techniques for evolution of
event stores. These questions are answered in Chapters 2 and 3, where we discuss the
pattern in general and the benefits and challenges that are experienced.

SRQ1.1 - What types of systems apply event sourcing and why?

SRQ1.2 - How should event sourced systems be defined?

SRQ1.3 - How should event sourced data structures be evolved?

SRQ1.4 - What are the challenges faced by software engineers in applying
event sourcing?
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Collaborating systems within a software ecosystem, or microservices within an MSA
system, use APIs to communicate. API management is an essential activity in these
systems because the quality of communication is largely dependent on the quality of
the APIs. Evolution introduces new challenges as the different parties communicating
undergo different changes at different speeds. Our focus is directed at the support of
API management activities offered by LCPs to their customers, the citizen developers.

MRQ?2 - What kind of support for API management practices is offered by
LCPs, and how should they evaluate and improve that support?

This question is answered by two separate sub-questions. First, we look at the
evaluation and improvement of APl management practices in general. The results of
that research are applied to API management support in LCPs. These questions are
answered by the research discussed in Chapters 4 and 5.

SRQ2.1 - How should SPOs that expose their APIs to third parties evaluate
their API management practices?

SRQ2.2 - How mature are the API management capabilities that LCPs offer
to their customers?

Software architecture is understood as the composition of a set of architectural de-
sign decisions [122]. These decisions influence many operational characteristics of a
software system, such as reliability and scalability. However, they also influence the
manageability of a system as it undergoes evolution.

MRQ3 - How should the architecture of an LCP support the evolution of both
the platform as well as the applications?

In the last two chapters, we discuss how software architectures can support evo-
lution. The first question is an example of how SPOs can make informed decisions
to achieve the quality characteristics that are demanded. As explained above, LCPs
combine different existing technologies, one of them being MDE. In MDE, a model
drives the software, i.e. a model is executed to produce the running software. Dif-
ferent approaches to this execution are possible, with different quality characteristics.
We conclude the dissertation with research on the overall process of change impact
analysis and its role in LCPs. These questions are answered in Chapters 6 and 7:

SRQ3.1 - How should SPOs make an informed decision between a generative
or interpretive model execution approach?

SRQ3.2 - What is the role of change impact analysis in an LCP?

1.2.2 Research Methods Applied in this Thesis

Software engineering is a multidisciplinary field that crosses many social and tech-
nological boundaries [66]. To effectively study software evolution in LCPs different
research methods are applied. While each chapter details the specifics of the method
used, we summarize the different methods in this section, and in Table 1.1 we present
the relation between the chapters of this dissertation, the research questions, and the
research methods applied.



Section 1.2 — Research Approach |13

. Research Methods
Ch. | Research Questions - -
Design | Case Expert Systematic Grounded
Science | Study | Interview | Literature Review | Theory
2 1.3 v v
3 1.1,1.2,1.3,1.4 v v
4 2.1 v 4 v
5 2.2 v v
6 3.1 v v v v
7 3.2 v v

Table 1.1: The mapping between the research questions and research methods that have been
employed in each chapter (Ch.).

Design Science

In Design Science Research artifacts are built to solve problems in information sys-
tems [267]. These artifacts have different forms, such as methods, algorithms, and
software systems. Proposed questions in design science research are answered through
the creation and evaluation of artifacts. Design science research proposes solutions for
design problems and seeks answers to knowledge problems. The acquired knowledge
should contribute to the body of scientific evidence.

According to Hevner & Chatterjee [106] design science research has two interpreta-
tions: ‘design as research’ and ‘researching design.” Ralph & Wand [205] label these
the science of design (in which design is the topic of inquiry) and design science. De-
sign as research is the idea that scientific knowledge is gathered through innovative de-
sign. The proposed artifact attempts to solve a problem, but in the attempt knowledge
is accumulated. The other interpretation studies design, designers, and the process
of design. Using the label ‘design science research’ for two different interpretations
could be problematic. Therefore Ralph [203] proposes the label ‘engineering research’
to identify the design as research interpretation. This label is also used in the proposed
Empirical Standards for Software Engineering Research [204].

Design science research is an established paradigm in the field of information sys-
tems [107]. Engstrom et al. [69] illustrate how the design science paradigm can also
be useful to showcase the contributions of software engineering research. Software
engineering research is, similar to design science research, solution oriented and pro-
vides design knowledge.

In this dissertation we apply design science most prominently in Chapter 4. A ma-
turity model is constructed to communicate knowledge of practices and processes in
a particular domain [14]. A focus area maturity model consists of a sequence of ma-
turity levels that represents an anticipated, desired, or typical evolution path for an
organization [235, 236]. To establish an organization’s degree of maturity in the func-
tional domain, the capabilities in the model are assessed through a set of questions.
When the current maturity is known, the organization can be guided towards incre-
mental development of the domain. The API-m-FAMM attempts to solve the problem
of measuring and developing API management maturity. The iterative approach taken
(through a systematic literature review, expert interviews, and case studies) shows
how the design of the artifact emerged.
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Case Study

According to Yin [274], case studies are useful when you want to understand a real-
world case, and such an understanding is likely to involve an important context. Un-
like experiments, case studies take the full context into account in order to understand
contemporary phenomena. Case studies come in different lengths (brief or longitudi-
nal), but all present a detailed account of a phenomenon at a site.

Ralph et al. [204] identify different types of case studies, of which exploratory and
evaluative case studies are the most relevant for this dissertation. Case studies are a
valuable tool for studying a phenomenon or an artifact in the context. Chapters 4, 5,
6, and 7 apply this method.

Expert Interviews

Expert interviews are an essential technique for qualitative research. In this disserta-
tion, expert interviews are used for both artifact construction and evaluation (Chap-
ters 2 and 4), as well as general knowledge acquisition (Chapter 3).

The experts interviewed in Chapters 2, 4, and 6 were selected through purposive
sampling [73]. This non-randomized sampling technique refers to the deliberate
choice of a participant due to the qualities the participant possesses. In both cases
the interviewees were experts in, respectively, event sourcing, APl management, and
model-driven development.

For the exploratory research conducted in Chapter 3 a randomized set of experts was
required. Therefore, we invited volunteers through different channels, such as Google
Groups and Slack channels. We identified these people based on our experience in the
event sourcing community. In addition to these invitations we also contacted a number
of well-known experts. Finally, we executed ‘interview snowballing”: we asked each
interviewee for further expert references.

None of the interviewees were compensated for their cooperation. Each interview
was recorded and reviewed by a minimum of two authors. The interviews held for
Chapter 3 were fully transcribed and made available [188].

Our experience in conducting interviews matches that of Elisabeth Hove & Anda
[67]: it is time-consuming. However, we found that the experts were more than
willing to take the time and share their information with us.

Systematic Literature Review

We conducted two systematic literature reviews which are presented in this disser-
tation. These reviews summarize and synthesize knowledge from a prior body of
research. In Chapter 4 we applied the guidelines from Okoli [176] and Kitchen-
ham & Charters [138] to design and populate an early version of the API-m-FAMM,
our maturity model for API management. We collected the literature by searching
scientific libraries for relevant keywords, and further narrowed down the results by
applying inclusion and exclusion criteria. The review process and the results are made
available [158].

For the research in Chapter 6 we applied the snowballing approach as described by
Wohlin [270]. In this case keywords were difficult to construct because of the broad
range of topics. Instead we selected an initial set of papers relevant to our study and
followed both forward and backward references.
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Grounded Theory

Adolph, Hall & Kruchten [2] explain how Grounded Theory (GT) as a method is useful
for research in areas that have not been studied before. GT is a methodology that is
used to induce theories from empirically collected data (for instance, through inter-
views or case studies). Constructivist GT [33] assumes that neither data nor theories
are discovered but are constructed by the researchers out of the interactions with the
field and its participants.

We present our application of GT in Chapter 3, in which we explore event sourced
systems and improve our understanding of the pattern. Our research has an ex-
ploratory nature and, therefore, GT is a useful approach for this research. We knew
we would find a description of the pattern, but were not aware what other concepts,
challenges, and motivations would be identified.

1.3 Relevance and Empirical Evidence

In this dissertation we build knowledge that furthers the research on software evo-
lution in LCPs, as well as practical tools that support the SPOs that develop these
platforms.

Similar to Bider, Johannesson & Perjons [16] we believe that empirical research and
design science research provide a suitable combination to balance these two goals.
Research that only focuses on knowledge runs the risk on being irrelevant for both
other researchers and practitioners as well. However, research that only focuses on
practical tools might end without any scientific contribution at all.

This dissertation contributes to the scientific body of knowledge on LCPs and in-
formation systems in general by answering the research questions as stated in Sec-
tion 1.2.1. Chapters 2 and 3 presents empirically gathered knowledge on event sourced
systems based on interviews with 25 industry experts. The API-m-FAMM model in
Chapter 4 presents a compiled body of knowledge on API management capabilities.
This knowledge is based on a synthesis of existing literature and interviews with in-
dustry experts. Chapter 6 compiles knowledge from existing literature into a decision
support model that explains how different model execution approaches influence the
quality characteristics of a software system. Finally, the proposed framework from
Chapter 7 is based on evidence empirically gathered during the development of an
LCP.

Not only do we contribute to scientific knowledge, we also contribute to the develop-
ment of research methods. In Chapter 3 we show how Grounded Theory can be used
to describe a software design pattern and uncover its benefits and liabilities. Existing
methods for the development of maturity models are extended in Chapter 4 where
we show how design science methods can be used to develop and evaluate the con-
structed maturity model. The use of a do-it-yourself kit shows how the implementation
of maturity models in industry can be improved.

Next to advancing the scientific knowledge and methods, we also aim to produce ar-
tifacts that advances the industry. The framework for event schema evolution from
Chapter 2, the API-m-FAMM from Chapter 4, the decision support framework for
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model execution (Chapter 6), and the proposal for an impact analysis framework
in Chapter 7; all these artifacts communicate scientific knowledge. In line with the
challenges stated by Wohlin [269], the exchange of knowledge should be the focus of
academia and industry collaboration.

These artifacts not only compile and communicate knowledge, they are also di-
rectly actionable. The framework for event schema evolution is utilized in SB+; an
event sourced ERP system developed on top of an LCP (more details follow in the
remainder of this chapter). Chapter 6 details a case study in which the decision sup-
port framework for model execution is applied during the development of an LCP. The
API-m-FAMM demonstrates how SPOs can improve their API management maturity,
and experts indicate that the model appears to be easy to use, useful, and effective.
These artifacts communicate the benefits in an actionable manner, adhering to the best
practices listed by Garousi, Petersen & Ozkan [92].

1.3.1 Partnership between Academia and Industry

The research carried out for this dissertation was executed within the AMUSE research
project. This research project was an academic collaboration between the Universiteit
Utrecht and Vrije Universiteit Amsterdam, and the industry partner AFAS Software.
The goal was to address software composition, configuration, deployment, and mon-
itoring on heterogeneous cloud ecosystems through ontological enterprise modeling.
The questions, problems, and challenges originated from the development of the new
ERP system that AFAS Software is developing. In addition to the real-world challenges
that were encountered while developing the ERP system, we were also aware of an ex-
tra tension in our research between industry relevance and scientific novelty. Although
academia should be aware of this tension, we strongly believe in the importance of
partnership between academia and industry.

Kruchten et al. [146] argue that research that is aware of the context (often industry,
real-world context) leads to scientific contributions that have impact on industry and
society. Research that lacks this context is at risk of leading to contributions that are
not adaptable and usable. This in turn could harm the impact that the research has on
society. In this dissertation, the research done on event sourcing [186, 187] is an ex-
ample of context aware research. Event schema evolution was a real-world challenge
experienced not only by AFAS Software, but through the community as a whole. Our
initial research [186] led to invitations to speak at user groups and conferences (See
the listing on page 212 for a complete list). These talks led to valuable interactions
that we used in our follow-up research [187].

Another aspect of the partnership between academia and industry is the communi-
cation of research results. In our experience, scientific knowledge is often scattered
among many articles or hidden within theoretical and abstract contributions. In our
work on API management [185], model execution approaches [182], and impact anal-
ysis [181] we aimed to synthesize the already available knowledge in a form that
serves industry. Artifacts as decision support frameworks and maturity models are
well suited to communicate these kinds of results. Not only do they categorize and
present the knowledge in a clear format, they also provide actionable information to
industry. This dissertation’s contribution hopefully furthers the partnership between
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academia and industry as an example of actionable research results.

1.3.2 AFAS Software

This dissertation would not have been possible without the support of my employer,
AFAS Software, which provided significant amounts of knowledge about the process of
developing evolvable and scalable software. This Dutch SPO, a privately held company,
is based in Leusden, the Netherlands (with additional offices in Belgium, Curacao, and
Aruba). It currently employs over 500 people, and generated 191 million of revenue
last year (2020). AFAS’ main software product is called Profit, which is an ERP system
consisting of different modules such as Taxes, Finance, HRM, Order Management,
Payroll, and CRM. This product has over 2 million users across 11.000 organizations of
all sizes, ranging from companies with a single employee to companies with thousands
of employees.

After 25 years, AFAS recently launched a new version of its ERP system, which
is called SB+ (which stands for small business plus). The development of SB+ was
started in 2010 as an internal research project with the goal of exploration. This ex-
ploration evolved into the development of an internal LCP, called AFAS Focus. This plat-
form is the context of the research carried out in this dissertation as well as the AMUSE
project. AFAS Focus uses an ontological enterprise model [228] (the platform was
formerly called NEXT). The system is cloud-based and its architecture applies event
sourcing and Command-Query Responsibility Segregation (CQRS) to satisfy quality
characteristics such as availability and responsibility.

At the start of 2020, after nine years of development, the first customers started
using SB+ for their day-to-day accounting. In 2021 the product was launched to the
public!. By the end of 2021 the initial group of companies had expanded to over two
hundred companies using SB+. In the years to come, this number will rapidly increase
into the thousands.

1.4 Dissertation Outline

The chapters in this dissertation are formed by independently published articles. These
articles form a portfolio of our research on software evolution in LCPs. This section
gives a brief overview of the chapters and their contribution and explain how the
original article came into being. As explained in the previous sections, the six main
chapters are grouped into three parts and every part discusses a specific evolution
topic. Chapters 2 and 3 discuss the topic of data evolution in event sourced systems.
The evolution and management of APIs in software ecosystems are discussed in Chap-
ters 4 and 5. Finally, Chapters 6 and 7 discuss the architecture and processes around
software evolution.

Chapter 1 - Introduction

The first chapter starts with an introduction of the main topics of this dissertation. It
further states the research questions, explains the research methods, and discusses the
relevance of this research.

IThe (Dutch only) product website can be visited: https://kleinzakelijk.afas.nl/.
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Chapter 2 - The Dark Side of Event Sourcing: Managing Data Conversion

Event searching is a relatively new architectural and data modeling pattern. Histor-
ically there had been no research on event sourcing that discussed how to approach
event schema evolution. Chapter 2 discusses several techniques found in literature
and links them to event schema operations and upgrade strategies. We formulated a
framework for event schema evolution and validated that with three experts.

This chapter was originally published as a conference article [186] and is based on a
research project collaboratively performed with Marten Spoor, who did an internship
at AFAS Software.

Chapter 3 - An Empirical Characterization of Event Sourced Systems

In this study we address the lack of event sourcing knowledge in scientific literature by
presenting the results of interviews with 25 event sourcing practitioners. We applied
Grounded Theory to extract a detailed pattern description. This description discusses
rationale for applying event sourcing, characteristics of 19 event sourced systems, the
relation to other patterns, five challenges that practitioners experience, and finally an
overview of event schema evolution techniques.

The chapter was originally published as a journal article [187]. The first author
conducted all of the interviews, while the transcription was done by the first and third
author. Coding and categorization was done by the first, second, and third author.
The transcriptions, along with our codes and categories, were anonymized and made
publicly available [188].

Chapter 4 - API-m-FAMM: a Focus Area Maturity Model for API Management

In Chapter 4 we present the results of our study on API management and its relevance
to software ecosystems. To further the scientific knowledge we formalize a Focus
Area Maturity Model on API management: the API-m-FAMM. This model synthesizes
available knowledge on API management from both scientific and grey literature, and
adds new knowledge that we gathered through expert interviews. Through a do-
it-yourself assessment kit we evaluate the usability and relevance of the model for
practitioners.

We applied the method for developing Focus Area Maturity Models as presented by
Steenbergen et al. [235, 236], and described the different iterations and the relevant
source data in detail. This chapter is published as a journal article [185], and both
the results of the literature review as well as the details of the different intermediate
versions are publicly available [158, 159]. This work is based on a research project
collaboratively performed with Max Mathijssen, who did an internship at AFAS Soft-
ware.

Chapter 5 - API Management Maturity of LCDPs

In Chapter 5 we apply the API-m-FAMM to assess LCPs. We selected four different
platforms based on the list of LCPs from Vincent et al. [256]. We assess their matu-
rity in API management through case studies based on interviews and available docu-
mentation. Based on the evaluations we discuss the importance of API management
capabilities for LCPs in the enabling of the development of software ecosystems.
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This chapter was originally published as a conference article [183], and the evalua-
tion data was made publicly available [184].

Chapter 6 - Generative versus Interpretive MDD: Moving Past ‘It Depends’

Chapter 6 is an example of a study that aims to bring scientific knowledge closer to
practitioners. While model-driven development is a well-established research topic,
the scientific articles are not always aimed at supporting platform developers. In this
chapter we synthesize existing literature on model-driven development into a decision
support framework for model execution approaches. This framework supports LCP
developers in the design of their platform by presenting scientific knowledge in an
applicable form.

The chapter was originally published [182] as an extension of a conference arti-
cle [180]. The survey of software producing organizations is based on the thesis work
of Sven Fortuin.

Chapter 7 - Proposing a Framework for Impact Analysis for LDCPs

Chapter 7 proposes an impact analysis framework, based on observations made dur-
ing the development of a low-code framework. Applications developed with an LCP
are impacted by many different components and artifacts. The proposed framework
solidifies this impact in a framework to enable reasoning and analysis. Through a case
study we show how this framework can support practitioners while simultaneously
serving as a carrier for available scientific knowledge.

This chapter was originally published as a workshop paper [181].

Chapter 8 - Conclusion

In the final chapter we summarize our contributions, answer the research questions
posed in Section 1.2.1, and discuss future work.
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The Dark Side of Event Sourcing:
Managing Data Conversion

Evolving software systems include data schema changes, and because of those
schema changes data has to be converted. Converting data between two different
schemas while continuing the operation of the system is a challenge when that sys-
tem is expected to be always available. Data conversion in event sourced systems
introduces new challenges, because of the relative novelty of the event sourcing ar-
chitectural pattern, because of the lack of standardized tools for data conversion,
and because of the large amount of data that is stored in typical event stores. This
paper addresses the challenge of schema evolution and the resulting data conver-
sion for event sourced systems. First of all a set of event store upgrade operations is
proposed that can be used to convert data between two versions of a data schema.
Second, a set of techniques and strategies that execute the data conversion while
continuing the operation of the system is discussed. The final contribution is an
event store upgrade framework that identifies which techniques and strategies can
be combined to execute the event store upgrade operations while continuing oper-
ation of the system. Two utilizations of the framework are given, the first being
decision support for the upfront design of an upgrade system for event sourced sys-
tems, the second being a framework for an automated upgrade system that can be
used for continuous deployment. The event store upgrade framework is evaluated
in interviews with three renowned experts in the domain and has been found to
be a comprehensive overview that can be utilized in the design and implementa-
tion of an upgrade system. The automated upgrade system has been implemented
partially and applied in experiments.

This work was originally published in Proceedings of the 24th Conference on Software Analysis,
Evolution, and Reengineering (SANER 2017), titled ‘The Dark Side of Event Sourcing: Managing
Data Conversion’. It was co-authored by Marten Spoor and Slinger Jansen.
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2.1 Introduction

Applications that do not evolve in response to changing requirements or changing
technology become less useful, as Lehman [152] in his law of continuing change stated
many years ago. Neamtiu & Dumitras [173] show that this is a reality for modern
cloud systems as many of them update more than once a week. Chen [34] describes
how they applied continuous delivery on multiple projects to achieve a shorter time
to market, and an improved productivity and efficiency. Several technical challenges
including seamless upgrades are identified by Claps, Berntsson Svensson & Aurum
[37]. The fast pace of evolution and deployment of cloud systems conflicts with the
requirement to always be available and support uninterrupted work. For modern cloud
systems to support the fast pace of evolution, upgrade strategies that are fast, efficient,
and seamless have to be designed and implemented.

One of the architectural patterns that in recent years emerged in the development
of cloud systems is Command Query Responsibility Segregation (CQRS). The pattern
was introduced by Young [275] and Dahan [50], and the goal of the pattern is to han-
dle actions that change data (commands) and requests that ask for data (queries) in
different parts of the system. By separating the command-side (the part that validates
and accepts changes) from the query-side (the part that answers queries), the system
can optimize the two parts for their very different tasks.

Young [276] describes CQRS as a stepping stone for event sourcing. Event sourcing
is a data storage model that does not store the current (or last) state, but all changes
leading up to the current state. Fowler [84] explains event sourcing by comparing it
to an audit trail: every data change is stored without removing or changing earlier
events. The events stored in an event store are stored as schema-less data, because
the different events often do not share properties. A store with an explicit schema
would make it more difficult to append events in the store to a single stream. Data in
schema-less stores is not without schema, but the schema is implicit: the application
assumes a certain schema. This makes the problem of schema evolution and data
conversion more difficult as observed by Scherzinger, Klettke & Storl [225]. Schema-
less data is more difficult to evolve as the store is unaware of structure and thus
cannot offer tools to transform the data into a new structure. Relational data stores
that have explicit knowledge of the structure of the data can use the standardized
data definition language (DDL) to upgrade the schema and convert the data. Another
problem in the evolution of event sourced systems is the amount of data that is stored.
Not only the current state, but also every change leading up to that state is stored in
the system. This huge amount of data makes the problem of performing a seamless
upgrade even more important: upgrades may need more time, but they are required
to be imperceptible.

The frequency of schema changes is researched by Qiu, Li & Su [201]. Although
the storage model is different and the architectural pattern is relatively new there is
no indication that (implicit) schema changes in event sourcing are less of a challenge.
Recovery of the implicit schema does not solve the problem for event stores, it only
helps to find the right operations to transform into a new schema.

This paper answers the question “How can an event sourced system be upgraded effi-
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ciently when the (implicit) event schema changes?” This question is answered by defin-
ing event store upgrade operations that can be used to express the data conversion
executed by the upgrade of an event store in Section 2.4. Existing techniques that
are capable of execution these operations to convert the events are discussed in Sec-
tion 2.5. The efficiency of these techniques is judged on the basis of four quality
attributes: functional suitability, maintainability, performance efficiency, and reliabil-
ity. In Section 2.6 the deployment strategies, categorized by application and data
upgrade strategies are discussed that lead to an upgrade system with zero downtime.
The final framework that describes how to design and implement either an ad-hoc
upgrade strategy, or a fully automated upgrade system, is proposed in Section 2.7.
The final framework is evaluated by three Dutch experts in the field of event sourcing,
each having six or more years of experience in building and maintaining event sourced
systems, and these results can be found in Section 2.8. Section 2.9 summarizes the
contributions and states future work.

2.2 Command Query Responsibility Segregation

The foundations of CQRS were laid by Meyer [169] in the Command-Query Separation
(CQS) principle. He defined a command as “serving to modify objects” and a query
is “to return information about objects,” or informally worded as “asking a question
should not change the answer.” Figure 2.1 shows the CQRS pattern: commands are
accepted by the command-side and produce events which are processed by the query-
side. The query-side projects these events into a form that is suitable for querying and
presenting. The command-side and the query-side both have their own data store: the
first store is used to maintain data that is used in validating requested changes, and
the second store is used to retrieve data for displaying or reporting.

command event query

e | command-side

A4

query-side <«

Figure 2.1: The architectural pattern CQRS.

The command-side communicates with the query-side by asynchronously sending
events. These events are used by the query-side to build a view of the state that can be
used to query and present data. By doing this asynchronously the query-side does not
influence the performance of the command-side. However, this does result in eventual
consistency. This is a weaker form of consistency that Vogels [261] defines as “when
no updates are made to the object, the object will eventually have the last updated
value.” The system guarantees that the query-side eventually will reflect the events
produced in the command-side. However, there are no guarantees on how fast this
will be done. A system with a large delay is unfeasible, because in that case queries
will often return data that does not reflect the latest changes sent to the command-side.
There are difficulties introduced by eventual consistency, such as returning items to a
client that are in fact already deleted through commands sent to the command-side.
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The patterns to overcome this difficulty and others are out of scope for the current
paper.

The asynchronous sending of events between the command-side and query-side
results in a weak coupling. The resulting freedom and flexibility in designing the
system lead to availability, scalability, and performance among other advantages. The
store used in the command-side is often an event store, because it is natural to store
the events that are produced by the command-side. This proposed data storage model
has a number of benefits that make it especially useful as a store for the command-side
of a CQRS system. First of all, the command-side is only used for accepting changes
and never for queries, and the performance of the store is thus not hampered by
concurring reads and writes. Second, the store contains every change ever accepted
into the system, making it easy to inspect when and by whom a change was done.
A third benefit is the possibility to rebuild the current state (for instance the query-
store) in the system by replaying the events. The replaying of events also enables easy
debugging. The fourth benefit is the possibility to analyze the events for patterns in
usage. This information is impossible to extract from a store that only persists the
last state of the data. In the query-side a diverse range of stores can be used, such
as relational, graph, or NoSql databases. The main goal of this store is to support the
easy and fast retrieval of data, in whatever form the application requires.

The loosely coupled nature of CQRS combined with the benefits of the event sourc-
ing approach makes it a fitting architectural pattern for cloud systems. Event sourcing
itself is not tied exclusively to CQRS; the coupling based on events is similar to that in
more general event-driven architectures, as described by Michelson [170]. The events
in the event store are processed by the system to build the query-side or execute com-
plex processes. The CQRS pattern and its sub-patterns are described in more detail by
Kabbedijk, Jansen & Brinkkemper [133]. Korkmaz [145] studies CQRS from the point
of view of practitioners to gain a better understanding of the benefits and challenges.
Maddodi et al. [157] study a CQRS system in the context of continuous performance
testing.

2.3 Related Work

The work related to this paper is divided into data conversion, specifically schema-less
data conversion, and application deployment.

Data Conversion - Two approaches to data conversion are defined by Jensen et al.
[127]: schema versioning and schema evolution. Schema versioning is accommodated
when a database system allows the accessing of all data, both retrospectively and
prospectively, through user-definable version interfaces. Schema evolution is accom-
modated when a database system facilitates the modification of the database schema
without the loss of existing data. Section 2.5 will show that both schema versioning
and schema evolution are suitable techniques for event store upgrades.

The event store used as a storage for the command-side of the CQRS system is
schema-less and, in that respect, similar to a NoSQL database as described by Scherzinger,
Klettke & Storl [224] and Saur, Dumitras & Hicks [223]. Although the store is schema-
less the data itself does have a schema, but it is implicit (as defined by Fowler [86]):
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the application assumes a certain schema without this schema being actually present
in the store. Within relational stores the standardized DDL can be used to upgrade
the schema and convert the data, a possibility missing in NoSQL stores. Scherzinger,
Klettke & St6rl [224] approach the implicit schema and lack of a DDL for NoSQL by
proposing a new language that can be used to convert the data in a NoSQL store. Al-
though this fills a gap in the standardization of NoSQL stores, without support in the
stores the problem of data conversion in NoSQL stores remains. To aid the evolution
of the data stored, Saur, Dumitras & Hicks [223] describe an extension to one spe-
cific NoSQL database. This extension implements an approach that Sadalage & Fowler
[215] describe as incremental migration: migrating data when it is accessed. While the
research of Saur, Dumitras & Hicks [223] is similar to the research described in this
paper, their solution is tied to a specific technology and is not applicable in systems
that use a similar data model with a different database technology.

Both Cleve et al. [40] and Qiu, Li & Su [201] quantify schema changes occurring in
the evolution of applications. Their work is aimed at relational models, and it is un-
clear how these results translate to event stores. Future studies need to be conducted
before these results can be applied to event stores.

The impact of schema changes on application source code is studied by Meurice,
Nagy & Cleve [168] and Maule, Emmerich & Rosenblum [161]. However, the direction
of the impact differs between schema-less stores and implicit schemas. The change
originates in the application holding the implicit schema and impacts the data in the
schema-less store.

Application Deployment - Blue-green deployment is an upgrade strategy that uti-
lizes two slots to which different versions of an application can be deployed. One of
the slots is active, while the other one is inactive. Upgrading is always done in the
inactive slot, and the user is not hindered while upgrading. This strategy is followed
by different authors. Callaghan [29] describes a tool written by Facebook to perform
online (and zero downtime) upgrades on MySql in four phases: (1) copy the original
database, (2) upgrade the copy to the new schema, (3) replay any changes happened
on the original database during the copy/build phase, and (4) finally switch active
databases. This approach is very similar to the pattern described by Keller [135] who
applied it in the migration of a legacy system. With IMAGO, Dumitras [63] and Du-
mitras & Narasimhan [64] use blue-green deployment for their parallel universe: they
reduce upgrade failures by isolating the IMAGO production system from the upgrade
operations and completing the upgrade as an atomic operation. QuantumDB, a tool
created by Jong & Deursen [130], applies the expand-contract strategy (explained in
Section 2.6) with blue-green deployment.

Hick & Hainaut [108] and Dominguez et al. [60] developed and used MeDEA: a
tool that focuses on the traceability of artifacts. MeDEA makes it possible to translate
changes from a conceptual model of a relational database to schema changes in the ac-
tual database. Curino et al. [46] and Curino, Moon & Zaniolo [47] worked on PRISM
and PRISM++, a database administrator tool that calculates the SQL statements
needed to upgrade a schema. While calculating those statements it can check for
information preservation, backward compatibility, and redundancy. These approaches
solve the problem of analyzing schema changes and generating data conversion state-
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ments, which is not part of the solution presented in this paper.

The main differences between event store data conversion and the existing research
are the usage of an implicit schema and the amount of data in an event store. Fur-
thermore, this paper does not propose a new tool specific to a certain technology or
database type, but rather proposes strategies that can be applied regardless of spe-
cific technologies. In this paper, the techniques and strategies from existing work are
extracted and applied to event sourcing. This results in an event store upgrade frame-
work that can be used to design and implement an upgrade system.

2.4 Event Store Upgrade Operations

An event store contains different event streams and events. An example is given: the
event store of a WebShop application, shown in Figure 2.2. The two streams contain
many events, but only two events per stream are shown as an example.

WebShop Event Store

Customer Event Stream #1

CustomerCreatedEvent CustomerMovedEvent
CustomerName=J. Doe Address=Highway 15
" > Address=Avenue 10 > . > >

ShoppingCart Event Stream #13

AddedToCartEvent RemovedFromCartEvent
> Article=14325 > > Article=5677 >
" Amount=2 Amount=3

Figure 2.2: An example event store with different stream and event types.

The Figure shows two streams of the store: one for customer #1 and the other
for shopping cart #13. In the application these streams belong to two separate and
independent event sources. These event sources produce these events as the result
of certain actions. For example, adding a product to a cart by a user should result
in the added to cart event. The different event types such as added to cart, removed
from cart, and customer created contain different attributes. The added to cart event
contains the article (an identifier) and the amount (an integer) among others. Event
listeners receive these events and create a view of the data that can be queried. This
knowledge of event types and their properties is the implicit schema that is part of the
application code.
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Level Complexity Operation Description
Add attribute An attribute is added to an event.
Basic Delete attribute An attribute is deleted from an event.
Event Update attribute An attribute is updated by changing the name
or value(type).
Merge attributes Two attributes are combined
Complex into a singl i
gle attribute.
Split attribute One attribute is split
into two attributes.
Add event A new event is added to the stream.
Basi Delete event An event is deleted from the stream.
asic
Rename event An event type is renamed.
Stream Merge events Multiple events are combined into one
Complex Split event One event is split into two events.
Move attribute One attribute is moved
from one event type to another.
Add stream A new stream is added to the store.
Basic Delete stream A stream is deleted from the stream.
Rename stream A stream identifier is renamed,
Store or a type is renamed.
Merge streams Multiple streams are combined
Complex into one stream.
Split stream One stream is split into two streams.
Move event An event is moved from one stream to another
stream.

Table 2.1: The Event Store Upgrade Operations, categorized by level and complexity.

An event store has a structure of three levels:

The event store - A collection of streams, and every stream is of a certain type and
uniquely identified by its identifier.

The event stream - Every stream is a collection of events that originated from a
single source and is ordered by the event creation date. In an event sourced system
there should be a single source of all the events in a single stream. The boundary of the
stream is very important: a source has a one-to-one relationship with its stream. This
boundary makes the event sourced systems scalable: every event source is the owner
of a stream and has no relation with other streams. An event source and its event
stream can be moved between machines in a cluster without difficulty. The different
event streams could also be stored in different event stores. This is possible because
the event source is not dependent on other sources.

The events - An event consists of a type and content in the form of key-value pairs.
The type is used to route events to the projectors that are interested in specific types
of events.
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The event store upgrade operations are used to express how an event store version
1.0 can be transformed into version 2.0. These operations have the same purpose
as the NoSQL schema evolution language proposed by Scherzinger, Klettke & Storl
[224]: they give a common language to express the conversion of an event store. The
complete list of operations is shown in Table 2.1. Two categorizations are applied:
structure level and complexity. The operations on the store level are executed on one
or multiple streams, the stream level operations convert one or more events within
the same stream, and the event level operations convert a single event. The update of
a stream is expressed by the stream level operations while the update of an event is
expressed by one or more event level operations. Every level of operations is also cate-
gorized into basic and complex operations. Basic operations are seen as foundational
operations: they cannot be expressed by other operations. Complex operations can
be built by combining several basic operations, making the categories with complex
operations infinitely large.

The operations presented are agnostic of the business domain of the application
and its functionality. The process of expressing the transformation in these operations
should be done manually, because it should reflect the intent of the upgrade. Schema
changes can be expressed by different sets of operations and these different sets have
their own effects. An example is given: the WebShop application is upgraded to a new
version, and part of the upgrade is a change in storing addresses. Figure 2.2 shows the
old event definition: a single attribute for both street and number. In the new version,
this should be stored in two separate attributes. This data conversion can be done in
multiple ways and two possibilities are given:

1. Every event could be updated with the split attribute operation, and this would
split every address attribute in both a street and number attribute. This increases
the maintainability of the system because all event handling code can assume the
presence of the two new attributes.

2. Every customer stream is updated with an add event operation that represents
the conversion. In this transformation the old information is preserved (to re-
pair mistakes in the split operation for instance). However, now the application
should be able to deal with both old and new addresses, because events can
contain either of the two forms.

Although both options transform the event store differently the two resulting ver-
sions of the WebShop application are functionally equivalent to the users of the system.
However, the inner workings differ significantly. In the first solution knowledge of the
initial address property together with the values is removed. The conversion itself has
changed the event store, and now it appears that the events always contained two
separate attributes. The second solution retains the old addresses and adds the split in
two attributes as an event to this system. This conversion keeps the old events intact
and does not remove information from the store. This example illustrates the need for
requirements defined by stakeholders to guide the data conversion.
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2.5 Event Store Upgrade Techniques

In this section five existing techniques that can convert an event store between two
schemas by means of the event store upgrade operations are discussed.

Multiple versions - In this technique multiple versions of an event type are sup-
ported throughout the application. The event structure is extended with a version
number as suggested by Betts et al. [15]. This version number can be read by all the
event listeners, and they have to contain knowledge of the different versions in order
to support them. In this technique the event store remains intact as old versions are
never transformed. There are no extra write operations needed to convert the store.

Upcasting - Upcasting centralizes the update knowledge in an upcaster: a compo-
nent that transforms an event before offering it to the application. Different than in
the multiple versions technique is that the event listeners are not aware of the different
versions of events. Because the upcaster changes the event the listeners only need
to support the last version. This technique is suggested by both Betts et al. [15] and
AxonlIQ [11].

Lazy transformation - This technique also uses an upcaster to transform every event
before offering it to the application, but the result of the transformation is also stored
in the event store. The transformation is thus applied only once for every event, and on
subsequent reads the transformation is no longer necessary. This technique is similar
to the ones described by Sadalage & Fowler [215], Roddick [209], Tan & Katayama
[242], and Scherzinger, Klettke & Storl [225].

In place transformation - A technique applied by many systems using a relational
database. These systems convert the data by executing SQL statements such as ALTER
TABLE (to alter the schema) and UPDATE (to alter the data). As described by Scherzinger,
Klettke & Storl [225], NoSQL databases do not have such a possibility. In those cases a
batch job is run that reads the data, transforms it, and writes the updated data back to
the database. The documents in the database are updated by this job: adding, delet-
ing, renaming properties, and transforming the values. This technique can be applied
to event stores in the same manner.

Copy and transformation - This technique is similar to the one described by Callaghan
[29] and Dumitras [63]: it copies and transforms every event into a new store. In this
technique the old event store stays intact, and a new store is created instead.

The event store upgrade techniques have their own strengths and weaknesses. To
make this visible the techniques are judged on four quality characteristics from ISO
[118]: functional suitability, maintainability, performance efficiency, and reliability.
The other four characteristics are regarded as not relevant for these upgrade tech-
niques. Compatibility is a requirement for every upgrade system: it should be com-
patible with the overall system. End-users of the system will not interact with the
upgrade system and thus usability is not relevant. The upgrade system is one of the
components in the system, and therefore the security should not be different than in
other components. Finally, portability is not considered a requirement for the upgrade
systems.

Functional suitability - All five techniques can be implemented to achieve func-
tional completeness. However, to execute complex store operations such as merging
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multiple streams the technique needs to read from multiple streams. When the tech-
nique is a run-time technique such as multiple versions, upcasting, and lagy transfor-
mation this violates the independence of the streams. The streams could be spread
out over different databases and reading them together at the same time in the appli-
cation is unfeasible. Therefore, the techniques multiple versions, upcasting, and lazy
transformation are not functionally complete. The other two techniques are executed
by a separate batch job that does not adhere to the principle of reading a single stream
at a time.

Maintainability - Multiple versions is the least maintainable technique because the
support of multiple versions is spread throughout the application code. The tech-
niques upcasting and lazy transformation have a better maintainability, because the
transformation code can be centralized in those implementations. However, they all
do accumulate conversion code because either the conversion result is not stored, or
there is no way in telling when everything is converted. The implementation of the
lazy transformation technique should apply all conversions that are not yet applied
to specific events when needed. In place transformation and copy and transformation
score the highest on maintainability because in those techniques older transformations
and their code do not have to be kept. After the execution of the data conversion, ev-
ery event is transformed into a new version and thus the conversion code is no longer
necessary.

Performance efficiency - Multiple versions and upcasting are the most efficient, be-
cause they only transform events when they need to be transformed without adding ex-
tra write operations to the store. The transformations are done in-memory as needed,
without writing the events back to the store. The techniques lazy transformation and
in place transformation score a bit worse, because they add the extra write operations
that permanently store the changes. Copy and transformation has the worst perfor-
mance efficiency, because every event is read and copied to a new store, even if there
are no operations affecting the event.

Reliability - Three techniques score high on reliability; either they do not change
the store (multiple versions and upcasting) or make a backup (copy and transforma-
tion). The other two techniques change the event store permanently, making a backup
mandatory.

Table 2.2 shows the overview of the different techniques and their evaluation with
respect to the four quality characteristics. A plus means that the technique satisfies
the quality characteristic, a minus means that the quality characteristic is not satisfied.
A plus-minus expresses an acceptable satisfaction, but there is room for improvement.
These ranks are the result of both literature study and evaluation with the experts as
described in Section 2.8.

Table 2.2 shows a preference for upcasting on the four quality characteristics, but
specific context or requirements could steer companies towards a different technique
such as multiple versions. These requirements could be a short time to market (and
thus not having the time to implement a more maintainable technique such as up-
casting). The event store upgrade operations related to multiple event sources are
considered to be executed by non-run-time techniques only. However, the choice for
a run-time technique when complex store operations are not supported is not compul-
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Functional Maintainability | Performance | Reliability
suitability efficiency

Multiple versions +/- - +

Upcasting +/- +/- 4

Lazy transformation +/- +/- +/- _

In place transformation + + +/- -

Copy and transformation + + - +

Table 2.2: The event store techniques compared on four quality characteristics. A + means
that a characteristic is satisfied, +/- indicates room for improvement, while — means that the
characteristic is not satisfied.

sory. Systems can implement a non-run-time technique even if they do not plan to
support complex store operations.

2.6 Application and Data Upgrade Strategies

According to Humble & Farley [113] and Jansen, Ballintijn & Brinkkemper [123],
deploying software involves three phases: Prepare and manage, Installing, and Config-
uring. In the first phase, the environment in which an application is deployed should
be prepared and managed: both hardware and software dependencies should be in
place. During the Installing-phase the application itself is deployed. In the final phase
the Configuring-phase is used to configure the application and make it ready for use.

The techniques that are discussed in the previous section are performed in different
phases. Three of the five techniques were already identified as run-time techniques
in the previous section: multiple versions, upcasting, and lazy transformations. They
execute the event store upgrade operations at run-time and are deployed along with
the application binaries, therefore they are part of the Installing-phase.

The last two techniques, in place transformation and copy and transformation, are
not part of the actual application. Both techniques perform the data conversion within
a separate batch job that needs to be run before the new application version is de-
ployed, and therefore belongs to the Configuring-phase. Although the code that per-
forms the technique should be deployed it cannot be part of the application as the
application itself is only deployed in the Installing-phase. These two techniques re-
quire a second deployment strategy aimed at the deployment of the data conversion
logic.

The simplest deployment strategy is to copy the new application onto the machine(s)
replacing the older version. Brewer [23] refers to this approach as a fast reboot. The
time that it takes to bring down the application process, copy the new application, and
start the application process again is the downtime that is observed with this strategy.
Its simplicity is its biggest selling point, but its biggest downside is that this strategy
is not without downtime. Deployment strategies described by Pulkkinen [200] such
as feature flagging, dark launching, and canary release are excluded from the list of
discussed strategies, because they are specifically used to gain more knowledge about
the users and/or (system) performance. Four strategies found in literature, suitable
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for upgrading an event sourced system, are discussed:

Application upgrade Data upgrade
strategy strategy

Multiple version big flip,
rolling upgrade,
blue-green

Upcasting big flip,
rolling upgrade,
blue-green

Lazy transformation big flip,
rolling upgrade,
blue-green

In place transformation big flip, expand-contract
rolling upgrade,
blue-green

Copy and transformation big flip, expand-contract,
rolling upgrade, blue-green
blue-green

Table 2.3: Combinations of techniques and strategies that result in zero downtime.

Big flip - This strategy, described by Brewer [23], uses request routing to route
traffic to one half of the machines, while the other half is made available for the
upgrade. The traffic is rerouted again when the first half is upgraded after which the
second half can be upgraded. When all machines are upgraded, the load balancer
again can route the traffic to every machine. During the upgrade only half of the
machines can be used to handle the traffic.

Rolling upgrade - This strategy also uses some form of request routing to make
sure that some machines do not receive requests. The machines in this strategy are
upgraded in several upgrade groups defined by Dumitras, Narasimhan & Tilevich [65].
Because a small number of machines is being upgraded at a time, more machines are
available to handle the traffic. However, the machines that are available are running
mixed versions of the application: both those that are not yet upgraded and those
that are already upgraded. This makes rolling upgrades complex, and the application
should be able to handle these types of rolling upgrades.

Blue-green - Blue-green deployment is described by both Humble and Farley [113]
and Fowler [85]. According to Humble [113] this is one of the most powerful tech-
niques for managing releases. Every application is always deployed twice: a current
version and either a previous version or a future version. One of the deployments is
active at a given time, either the green slot or the blue slot. When the application is
upgraded, the inactive slot is used to deploy the new version. Blue-green deployment
can be done without downtime, as no traffic is going to the version that is upgraded.
After the upgrade, the traffic can be rerouted to the upgraded slot, switching between
blue and green. This strategy is similar to the big flip strategy, but reserves extra re-
sources for the upgrade while the big flip strategy uses existing resources and thus
limits the capacity during an upgrade.
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Expand-Contract - A strategy described by Sato [222] as consisting of three phases,
also known as parallel change. The first phase is the expand phase: an interface is
created to support both the old and the new version. After that the old version(s)
are (incrementally) updated to the new version in the migrate phase. Finally in the
contract phase, the interface is changed so that it only supports the new phase. This
strategy is suitable for upgrading components that are used by other components. By
first expanding the interface of the component, the dependent components can be
upgraded. When all dependent components use the new interface the old interfaces
can be removed. This strategy is not suitable for application upgrades, however, it can
be utilized in upgrading the database.

An upgrade of an event sourced system needs an application deployment strategy.
This deployment strategy executes the run-time event store upgrade technique, but if
the upgrade uses a non-run-time technique a data upgrade strategy is also required.
The three run-time techniques multiple versions, upcasting, and lazy transformation
only need an application deployment strategy as they do not alter the data store. The
other two techniques, in place transformation and copy and transformation, do need a
data upgrade strategy.

Not all combinations result in an upgrade that does not affect the operation of the
system in a negative manner. Table 2.3 summarizes the combinations that would lead
to a zero downtime upgrade. For the run-time techniques, multiple versions, upcasting,
or lazy transformation, an application upgrade strategy is sufficient, and the big flip,
rolling upgrade, and blue-green deployment strategies will all result in a zero down-
time upgrade. All three strategies upgrade part of the machines while maintaining
operations on the other parts, and the techniques are performed at run-time.

For the non-run-time techniques, in place transformation and copy and transforma-
tion, the same three application upgrade strategies can be used and result in zero
downtime upgrades. However, a data upgrade strategy is also needed to execute the
batch job that converts the data. The strategy blue-green in combination with in place
transformation is not possible, because the in place nature of the technique conflicts
with the strategy that needs to have two slots available. Therefore, the technique in
place transformation only works with the expand-contract strategy. Copy and transfor-
mation, the other non-run-time technique works with both the data upgrade strategies,
blue-green deployment and expand-contract.

2.7 Event Store Upgrade Framework

This section explains how the event store upgrade operation, techniques, and strate-
gies form the event store upgrade framework that can be utilized in two distinct man-
ners. Figure 2.3 shows the different event store upgrade operation, techniques, and
strategies and their combinations.

The first row of Figure 2.3 shows the event store upgrade operations, the darker
yellow identifies the category of operations that crosses event streams and cannot
be executed run-time. The event store upgrade techniques are colored green, the
darker elements identify schema evolution techniques, while the others are schema
versioning techniques. The last two rows identify both application and data upgrade
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strategies. The arrows between single elements, or groups of elements, identify the
valid combinations. The valid combinations are explained in more detail along with
the utilization of the framework.

Basic & Complex Basic & Complex

Event Stream Basic Store Complex Store

Executed by Executed by

Multiple versions In place Copy and
transformation transformation
Deployed with
Upcasting eployed wi

A\ A 4 A 4

Lazy transformation Expand-Contract Blue-Green
Deployed with Combined with
Big Flip Rolling Upgrade Blue-Green

Figure 2.3: The Event Store Upgrade Framework.

The first utilization of the event store upgrade framework is a decision tree that sup-
ports the upfront design and implementation of an upgrade system for event sourced
systems, presented in Figure 2.4. This tree shows the decisions that form the design
and implementation of an upgrade system.

The design starts with the question if complex store operations need to be sup-
ported. This decision influences the possible techniques that can be applied, because
these complex store operations cannot be executed with run-time techniques. When
support for the complex store operations is not needed the next step is the choice of
event store run-time upgrade technique. Any of the three run-time techniques, multiple
versions, upcasting, or lazy transformation, will be sufficient (shown with a single ar-
row and the || combinator) and Table 2.2 can be used to decide what technique fits the
context. When the upgrade system should support complex store upgrade operations,
the choice is between the non-run-time techniques in place transformation and copy
and transformation. The expand-contract application strategy follows automatically if
in place transformation is chosen as a data upgrade strategy (shown with a single ar-
row and the && combinator). Two different data upgrade strategies can be chosen
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Design an upgrade

Is support of
complex store

operations
necessary?

Choose a
non-run-time
technique

Choose a run-time
upgrade technique

In place transformation
&& Expand-contract

Multiple version Copy and

|| Upcasting . transformation
| Lazy transformation

Choose a
data upgrade
strategy

Choose an
application upgrade
strategy

Big flip
|| Rolling upgrade
|| Blue-green

Expand-contract
|| Blue-green

Implement the upgrade

Figure 2.4: Decision Tree for the Design and Implementation of an Event Store Upgrade System.

with the technique copy and transformation as follows from Table 2.3. Although the
utilization of the framework for upfront design has much room for context-specific
choices, it shows what the possibilities are and makes the trade-offs explicit.

The second utilization of the event store upgrade framework is a run-time decision-
making system. This system is implemented in the event store upgrade system, and is
visualized in Figure 2.5. In this system the analysis of the event store upgrade opera-
tions that need to be executed is done at upgrade time. When the operations do not
contain complex store operations, the system can apply the run-time technique in com-
bination with the application upgrade strategy. If there are complex store operations
the system can deploy the non-run-time technique with the data upgrade strategy, and
then apply the application upgrade strategy. In this utilization, the choice for run-time
technique, non-run-time technique, data upgrade strategy, and application upgrade
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strategy is made upfront. The system implements both a run-time and non-run-time
technique that fits the requirements. The two techniques are completed with an im-
plementation of a data upgrade and an application upgrade strategy. Having these
implementations in the system allows for a fully automated upgrade system based on
Figure 2.5.

Start an upgrade

Are
complex store
operations
present?

Configure the non-run-
time upgrade technique

Configure the run-time
upgrade technique

Execute the
data upgrade

Execute the (_J
application upgrade

Figure 2.5: Decision Tree for an Automated Event Store Upgrade System.

2.8 Evaluation

This work was done in the context of the development of a large CQRS system at
AFAS Software. Two authors are working as architect and developer on this system,
and an earlier list of the event store upgrade operations was discussed with the team
that also works on this system. The operations were implemented in combination
with the copy and transformation technique and the blue-green strategy. Multiple data
conversions were executed with this upgrade system in a smaller experimental setting.
The results of these conversions were promising, but more systematic experimentation
is necessary. Initial results showed that the event store upgrade operations executed
with copy and transformation and deployed with blue-green were able to handle a
diverse range of scenarios. These operations could all be performed while maintaining
the operation of the system, no downtime was observed. However, it also showed that
the time needed to perform the conversion was longer than expected, because the
query store needed to be rebuilt as well.
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To evaluate the event store upgrade framework, interviews were held with three
Dutch experts in the field of CQRS and event sourcing. They were selected because of
their experience with CQRS and event sourcing, and for their presence in the commu-
nity through speaking engagements. Allard Buijze is the founder and architect of the
Axon CQRS Framework!, and has more than six years of experience with CQRS and
event sourcing both as a developer and consultant. Dennis Doomen is the lead archi-
tect of a large CQRS system. He has six years of experience with CQRS, and four years
with event sourcing. He shares this experience with the community as an international
speaker and often discusses this with other practitioners. Pieter Joost van de Sande is
the founder of NCQRS?, an open-source CQRS framework. He started applying CQRS
and event sourcing more than six years ago, and recently started working on a large
event-driven architecture. All three interviewees received training on CQRS and event
sourcing from Greg Young. Multiple goals were set for conducting the interviews. The
questions asked were directed towards these goals, and the interviews followed this
order.

1. Reveal what their experiences of upgrading CQRS applications are, and what
problems and situations they ran into.

2. Evaluate the utility and completeness of the event store upgrade operations.

3. Evaluate the completeness and the judgment on the quality characteristics of the
event store upgrade techniques.

4. Evaluate the usefulness and completeness of the event store upgrade framework.

The interviews led to small adjustments in the overviews and the event store up-
grade framework, as summarized in the remainder of this section.

Naming Issues - Many small misunderstandings were experienced around naming
event store upgrade operations, techniques, and application and data upgrade strate-
gies. This shows the immaturity of the field, the relatively new concept of event sourc-
ing, and the joining of different fields (domain-driven design, distributed systems,
and event-driven architecture). The event store upgrade technique lazy transforma-
tion was initially named lazy upcasting, but this name caused confusion. It is not the
upcasting that is done lazy, but the transformation of the store that is executed lazily.
The technique copy and transformation was initially named replay of events, which was
confused with the normal procedure that is used to load aggregate roots and rebuild
the projectors by replaying the events in a CQRS system.

Frequency of Operations, and Business Requirements - All interviewees agreed
that the event store upgrade operations across the boundaries of event streams were
not common. One of the interviewees stated “You will not see a lot of complex event
store operations. There is an exponential relation between the level and the times you
encounter an operation.” These operations cause the need for a data upgrade strat-
egy, which is something that two interviewees found conflicting with the expected
immutability of the event store. As a result of this discussion, the support of complex
store operations became the first question in the event store upgrade framework. The
interviewees explained that an event store upgrade system can be useful, even if it

Ihttp://www.axonframework.org/
’https://github.com/pjvds/ncqrs
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does not support these complex store operations, because they see other possibilities
of solving these schema changes. The same holds true for the operations that delete in-
formation from the store, and all interviewees suggested that deprecating or archiving
data is preferred over the actual deletion.

These discussions led to the distinction between functional immutability and techni-
cal immutability. Technical immutability is defined as the most strict form of immutabil-
ity: no changes to stored events are allowed to be made. If this level of immutability
should be preserved the schema evolution techniques (lazy transformation, in place
transformation, and copy and transformation) cannot be applied. However, as one of
the interviewees stated, another level of immutability is functional immutability. Func-
tional immutability allows the transformation of events as long as the information in
the events is preserved from a business perspective. Within functional immutability
there is far more room for techniques that alter the stored events.

Variation in Implementation - Two out of three interviewees described a variation
of the technique multiple versions that improved the code reusability and maintainabil-
ity. By re-using the already existing code to read older versions the maintainability is
improved. These comments show that there is a large design space in implementing
the techniques that removes some of the disadvantages. However, Table 2.2 was not
changed, because the conclusion was that the average quality of the technique was
not changed by these implementation variations.

Projections - An event sourced system always has a data store for querying and
presenting data next to the event store, because the event store itself cannot be utilized
for that purpose. This query store is built from the event data by projectors resulting
in projections. These projections are the data that is shown to users while the event
store is used for the validation of new changes. Two interviewees explained that many
schema changes can be applied by not changing the event schema at all, but by only
changing the projectors and projections. The feasibility of this approach and its up-
and downsides are regarded as out of the scope of this paper, and should be studied
in more detail.

Upfront Design and Prototyping - The interviews show two ways of looking at
event sourced systems. Two out of three interviewees emphasized the importance of
upfront design: by designing the event store, the streams, and the events with enough
upfront thought, upgrades are less often necessary. One interviewee stated “Event
sourcing needs a lot of upfront thought, which is hard to do with agile development.”
This line of thought is also seen in the application of event storming® in the design
of event sourced systems. This design technique is applied to design the events in a
system before implementation, and a good design is said to forestall some of the more
complex event store upgrade operations, such as those on multiple event streams.
The other interviewee stressed the importance of doing event store data upgrades to
prevent the accumulation of conversion code, and thus found less value in defending
technical immutability at all cost.

Completeness and Usefulness - The interviewees found the event store upgrade
framework unanimously useful and complete. Interest in the end result was shown
and encouragement was given to publish this material. One interviewee stated that

3See https://www.infoq.com/news/2016/06/event-storming-ddd.
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“You are maybe the only one who has created such an overview and also thought about
edge cases which I hope never to encounter.”

2.9 Conclusion and Future Work

This paper contributes to the research on event sourcing and data conversion in the
following ways. First, event store upgrade operations are presented to explicitly ex-
press the data conversion needed to evolve an event sourced system to a new data
schema. With these operations a common language is proposed for to express schema
evolution for event sourced applications, frameworks, and their upgrade systems. The
operations can also be used to analyze the impact of an event store upgrade: one
category of operations, the complex store operations, cannot be executed at run-time
without violating the independence of the different event streams.

The second contribution is an overview of upgrade techniques and strategies that
are used in event sourcing to execute the event store upgrade operations. This overview
summarizes best practices and literature and makes it accessible to other practitioners.
The last contribution is the event store upgrade framework, which is utilized upfront
to design and implement an upgrade system. The framework makes the trade-offs
explicit, and supports the making of design decisions. The automated utilization can
be used to implement an event store upgrade system that handles every event store
upgrade operation in an efficient way. The framework enables decision-making regard-
ing upgrades downtime and enables the selection of the most performant technique
and strategy. When there are no complex store operations the conversion can be done
at run-time, and techniques that transform events in the event store are not needed.
This leads to upgrades that only need an application upgrade strategy, which can be
applied faster than the upgrades that also need a data upgrade strategy. The main-
tainability problem that run-time techniques have can be solved by executing those
accumulated conversions whenever a data upgrade is performed.

The event store upgrade framework is also usable as a tool to analyze applications
with respect to their level of readiness for the cloud, for continuous delivery, and rapid
software evolution. Applications that do not have a clear upgrade system, but use
ad-hoc data transformation are not ready. Upgrades are done manually and are error-
prone. However, applications that implement an automated upgrade system and can
handle the complete list of event store upgrade operations are ready for continuous
delivery. This allows those applications to incorporate improvements and prevent
errors in doing manual upgrades.

Part of the upgrade framework is implemented in a CQRS system. The copy and
transformation technique together with the blue-green strategy are used in multiple
experiments to transform an event store. This showed that more work is needed to
enable the co-evolution of the stores on the command-side and query-side. The frame-
work was evaluated with three Dutch experts in the field of event sourcing. Although
only three experts were interviewed, and they had different opinions, the event store
upgrade framework was found to be valuable by all three. The relative novelty of
event sourcing can cause problems in understanding concepts and definitions. The
combination of literature study and expert interviews prevents validity problems in
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definitions and their interpretation and in making sure that the result of this paper is
usable by other practitioners.

To validate the event store upgrade framework the authors plan to implement the
full automated upgrade system that uses the event store upgrade operations to select
an upgrade technique and apply the upgrade strategies. A follow-up study on the
frequency of schema changes in event sourced systems, and the possible operations
should support this implementation. The results of such a study could also help to
uncover business decisions in expressing different schema changes with regard to, for
example, data loss. Finally, the upgrade system could be extended by also including
the query-side of an event sourced system. This paper only focuses on the event store,
but as the interviewees stated, schema changes can be implemented by upgrading
the projection, and not the event store. Furthermore, a change in the event store
also changes these projections and the rebuilding of projections with the additional
performance costs is a problem that also needs more study.
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An Empirical Characterization of Event
Sourced Systems

Event sourced systems are increasing in popularity because they are reliable, flexi-
ble, and scalable. In this article, we point a microscope at a software architecture
pattern that is rapidly gaining popularity in industry, but has not received as
much attention from the scientific community. We do so through constructivist
grounded theory, which proves a suitable qualitative method for extracting archi-
tectural knowledge from practitioners.

Based on the discussion of 19 event sourced systems we explore the rationale for
and the context of the event sourcing pattern. A description of the pattern itself
and its relation to other patterns as discussed with practitioners is given. The de-
scription itself is grounded in the experience of 25 engineers, making it a reliable
source for both new practitioners and scientists. We identify five challenges that
practitioners experience: event system evolution, the steep learning curve, lack of
available technology, rebuilding projections, and data privacy. For the first chal-
lenge of event system evolution, we uncover five tactics and solutions that support
practitioners in their design choices when developing evolving event sourced sys-
tems: versioned events, weak schema, upcasting, in-place transformation, and
copy-and-transform.

This work was originally published in Journal of Systems and Software In Practice, volume
178 (2021), titled ‘An Empirical Characterization of Event Sourced Systems and Their Schema
Evolution - Lessons from Industry’. It was co-authored by Marten Spoor, Slinger Jansen, and
Sjaak Brinkkemper.
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3.1 Introduction

Software systems are increasing in complexity, used in increasingly critical processes,
and serve increasing numbers of end-users. Architectural patterns enable engineers
to build these systems using knowledge acquired by other engineers. Influential
books such as Patterns of Enterprise Application Architecture by Fowler [83] and En-
terprise Integration Patterns by Hohpe & Woolf [111] demonstrate the impact of pat-
tern descriptions on software engineering. Architectural patterns are part of the trend
of knowledge-based architecture design; Li, Liang & Avgeriou [154]. Kassab et al.
[134], Taibi, Lenarduzzi & Pahl [240], and Harrison, Avgeriou & Zdun [103] show
how patterns are instrumental in the capturing of architectural design decisions. In
this article, we describe such a pattern in detail and provide the design decisions
that were employed in practice, with the goal of providing a comprehensive source of
knowledge for practitioners.

Recently, the event sourcing pattern has become a popular answer to the challenges
of complex, mission-critical, scalable systems. Examples of organizations that apply
event sourcing are Netflix [9], and Walmart’s Jet.com [96], both which have as goal
the creating scalable and reliable critical systems. Event sourcing is informally de-
scribed by Fowler [84] as a pattern that “ensures that all changes to application state
are stored as a sequence of events.” Flexibility, debug-ability, and reliability are given
by Avery & Reta [9] as a rationale for using event sourcing. Debski et al. [55] and
Erb & Hauck [71] show how event sourcing can be applied to achieve scalable, reac-
tive systems. Kabbedijk, Jansen & Brinkkemper [133] describe event sourcing as a
subpattern of Command Query Responsibility Segregation (CQRS) in their work on
the improved variability and scalability of systems applying CQRS.

The events in event sourcing, as opposed to general event-driven architectures
(EDAs) [87], are stored as an append-only log of all state changes. Two key character-
istics separate event sourcing from event-driven approaches, such as stream process-
ing, transactional processing, and blockchain. First, events in Event Sourced Systems
(ESSs) are stored as the state of the application. Other approaches use the events to
communicate, while the communication aspect comes second in ESSs. The second
difference is that events are closely related to events occurring in real world business
processes. This allows event sourcing to also be used as a design approach. Domain-
Driven Design (DDD), as described by Evans [74], advocates events as a design tool
for the process flow of a software system. Brandolini [21] proposes event storming
(analogous to brainstorming), a group design process that focuses on the events that
take place in a software system. Further details on these analogous approaches are
found in Section 3.3.

Although event sourcing is related to existing ideas such as EDAs, the pattern itself
has not yet been thoroughly studied. Most knowledge exists in so-called ‘grey litera-
ture’: practitioner blogs, and anecdotal experience reports. In previous work [186],
which focused on the evolution of ESSs, we experienced this lack of literature. This
work fills this gap by deriving an integral description of event sourced systems through
interviews with 25 engineers. Together with this description we identify four cate-
gories of rationale for the application of event sourcing, such as a decrease of com-
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plexity. In this “In Practice” submission, we also identify five engineering challenges
around the pattern, with schema evolution being one of the most complex challenges.
With the pattern description and its liabilities presented in this article, we enable en-
gineers to make a considered choice. Our work is not dissimilar to the work of Musil,
Musil & Biffl [172], who conducted an extensive study on collective intelligence sys-
tem pattern variations, with the goal of enabling architects to predict the outcomes
of different design decisions. Similarly, Slotos [230] describes the Star pattern for
enabling flexible business applications, also with the goal of supporting software ar-
chitecture researchers and practitioners and promoting the pattern itself.

Our study regards a new research area, therefore, we apply Grounded Theory (GT).
Adolph, Hall & Kruchten [2] describe GT as a useful approach for research in areas
that have not previously been studied.

A GT explains how people resolve their main concern by employing a certain pro-
cess. This process is called the ‘core category’ of the GT. The core category of the work
presented in this article is the process of designing and implementing event sourced
systems, as performed by software engineers. The theoretical definition of event sourc-
ing helps both researchers and practitioners to understand, reason about, and teach
the pattern and its consequences. Section 3.2 explains how we applied GT to form a
basis for the conceptualization of ESSs from 25 interviews, and how the three essential
elements are covered. From the gathered data we distill the pattern description and
its consequences. This work has the following contributions:

+ Section 3.3 contrasts ESSs with other existing architectural patterns, such as
EDAs and blockchain, and shows that ESSs are insufficiently described in existing
literature.

+ Section 3.4 describes the rationale for using ESSs: they provide audit function-
ality, are highly flexible and scalable, enable the development of highly complex
systems, and are a current trend. The overview of 19 different ESSs elaborates
on the context of the pattern, showing that event sourcing is applied in different
kinds of systems, from small to extremely large.

+ Section 3.5 provides a thorough description of ESSs based on the findings of the
interviews and presents the pattern itself including its relation to CQRS. It also
reflects on the role of the (implicit) schema present in ESSs.

+ Section 3.6 presents the engineering challenges surrounding the use of the pat-
tern that engineers encounter during the development of ESSs, such as a steep
learning curve, poor ESSs performance, and dealing with privacy regulations
such as the General Data Protection Regulation (GDPR).

+ Section 3.7 focuses on the most prominent challenge encountered in ESSs: schema
evolution. Five empirically established methods are presented that support ESS
evolution. We advise that systems should start out using versioned events and
weak schema, while later evolving to upcasting and even copy-and-transform
techniques.

The validity threats of this work, such as the fact that the interviewees were pragmat-
ically collected, are discussed in Section 3.9. We conclude that ESSs enable complex
scalable systems with auditing capabilities and that our theoretical definition enables
further research and development of these systems.
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3.2 Research Approach:
Constructivist Grounded Theory

In our early literature search, we identified that there is little academic material avail-
able when it comes to the topic of event sourcing. Grounded Theory (GT) is defined
as a systematic methodology involving the construction of theories through method-
ical gathering and analysis of data. Adolph, Hall & Kruchten [2] explain how GT is
particularly useful for research in areas that have not been studied before. Our in-
vestigation of ESSs has an exploratory nature, therefore, we use GT to structure our
research approach. Furthermore, we aim to inspire researchers to experiment with
novel approaches in gathering architecture knowledge.

GT is a common research strategy in software engineering research and induces
theory from empirically collected material, such as through interviews or case studies.
For instance, Hoda, Noble & Marshall [110] explore the practices of self-organizing
agile teams using GT. Greiler, Deursen & Storey [99] apply GT to improve the under-
standing of testing practices for plug-in systems. Tamburri & Kazman [241] recover
software architectures by applying GT. Last, Santos et al. [220] study common vulner-
abilities in plug-and-play architectures through GT.

Similarly, we use GT to explore event sourcing, and improve our understanding of
the pattern, the applications, and the challenges. Constructivist GT assumes that nei-
ther data nor theories are discovered, but are constructed by the researchers out of the
interactions with the field and its participants. Data are co-constructed by researchers
and participants, and coloured by the researchers’ perspectives, and values. Within
this approach, a literature review is used in a constructive and data-sensitive way
without forcing it on data. We have employed constructivist GT [33] in our research;
we knew we would find a description of the pattern, but were not aware what other
concepts, challenges, and motivations would be identified.

3.2.1 Research Questions and Motivation

The motivation of our research is formed by five years of experience in the devel-
opment of an event sourced system and by earlier research on schema evolution in
ESSs [186]. This experience guided our research and the direction of our exploration.
Effectively, our previous work is also part of the GT data set, and has been translated
directly into the research protocol. The main goal of the research project was to come
to a cohesive theory around the event sourcing architecture pattern. The research
questions guided the research and were formulated, as per constructivist GT, a priori,
but evolved into the following final set:

RQ1 What types of systems apply event sourcing and why?

RQ2 How can event sourced systems be defined?

RQ3 How can event sourced data structures be evolved?

RQ4 What are the challenges faced by practitioners in applying event sourcing?

Our previous study in the domain [186] gained significant industry interest, which
led us to attend many industry events, where we were often invited as keynote speak-
ers. This provided us extensive access to practitioners in the field, who would offer
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their support and advice. Through these rich interactions it became obvious that an
extensive interview study could lead to new results and research challenges in the
domain.

Foundations for the Study. While in GT it is recommended that the researchers
do not perform an extensive literature study before the research project, many have
acknowledged that this is almost impossible and at times even impractical [33, 237].
As little academic literature was available, it was easy to fulfill this major GT guideline.
This research project was started after we had already published in this domain [186]
ourselves. We made our previous work part of the initial data set and also included
the works of Fowler [87], e.g., the main concepts were extracted from these works
and subsequently used to create an interview protocol. Throughout the project, as
we gathered new evidence and encountered new concepts, we performed exploratory
literature study projects for each. Furthermore, if the interviewees mentioned an aca-
demic paper, it became part of our literature set. New concepts were extracted from
this literature and integrated with the interview protocol where necessary. The litera-
ture was explored by snowballing forward and backward one level.

3.2.2 Sampling and Interviewees

The interviewed engineers volunteered to contribute to our research after being in-
vited through different channels. Based on our experience in developing ESSs in the
past years we identified the primary locations through which the event sourcing and
DDD community communicates. We invited the engineers through channels such as
Google Groups and Slack. In addition to this open invitation, we explicitly contacted
and invited a number of well-known community members. We executed interview
snowballing, a process similar to snowballing in systematic literature studies [270]:
we explicitly asked each interviewee for further references. The interviewees were not
compensated for their cooperation.

Our direct and indirect invitations resulted in interviews with 25 engineers. The
engineers are event sourcing practitioners in the roles of developers, architects, and
product owners. A number of these engineers were consulting with the company,
while others were employed by the company. The consultants operate as external ad-
visers (in addition to being hired as developer or architect) and are hired by multiple
companies because of their experience. Table 3.1 summarizes the engineers, includ-
ing their role, years of experience with ESSs, and the number of ESSs they worked
on. Combined they have 103 years of experience, with an average of four years per
engineer. For two of the engineers (E14, E16) it is hard to tell how many systems they
worked on over the years, because their consultancy work exposed them to many dif-
ferent systems. A number of the engineers worked on the same system(s), and were in-
terviewed together. We conducted 22 distinct interviews with the 25 engineers. Three
interviews were conducted with two engineers together as these engineers worked on
the same system. In the case of E4 and E5, and E20 and E21 the engineers had a
different role, and their experiences complemented each other during the interview.
Engineers E9 and E10 shared their role, and their answers showed more overlap. The
systems are discussed in Section 3.4. We will refer to the engineers by the number
given to them in Table 3.1.
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Role Location Experience (years) | Nr ESSs
E1 | Architect, Developer North America 4 3
E2 Developer Europe 2 1
E3 | Developer North America 2 1
E4 | Architect Europe 2 1
E5 | Developer Europe 2 1
E6 | Architect, Developer Asia 15 3
E7 | Architect, Developer Europe 4 3
E8 | Consulting Developer Europe 2 1
E9 Consulting Developer Europe 3 2
E10 | Consulting Developer Europe 3 2
E11 | Architect, Developer North America 9 3
E12 | Developer Europe 3 1
E13 | Developer Europe 2 1
E14 | Consulting Architect Europe 10 multi
E15 | Developer Europe 1 1
E16 | Consulting Architect, Developer Europe 7 multi
E17 | Architect Europe 2 1
E18 | Architect Europe 2 1
E19 | Architect North America 3 1
E20 | Product Manager Europe 2 1
E21 | Architect Europe 2 1
E22 | Architect Asia 5 1
E23 | Architect Europe 9 1
E24 | Architect Asia 5 3
E25 | Developer Europe 2 1

Table 3.1: Summary of the interviewed engineers. We list roles (all technical except one),
location, years of experience with ESSs and number of ESSs worked on.

3.2.3 Interview Techniques and GT

Each interview took 30-90 minutes, either in person or via video conference. The pro-
tocol presented in Section 3.11 was created using the guidelines of Castillo-Montoya
[31]. During the interviews, we asked open-ended questions exploring event sourced
systems. The questions asked during the interviews were based on a protocol that is
downloadable with the interview transcripts [188].

The protocol was followed freely: the answers given by the engineers guided the
interviews. The four parts of the protocol remained stable during the interviews. Some
of the interview questions were sharpened and added as the interviews progressed, a
technique encouraged by practitioners of GT. The protocol used in the last interview is
presented in Section 3.11. The first part of the interviews focuses on the context of the
event sourced system and the engineer: what are the characteristics of the system, and
why is event sourcing applied. Versioning of event sourced systems is discussed in the
second part of the interviews, based on our experience in this topic we identified this
as an important challenge. The third part deals with the relation of event sourcing
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with CQRS, DDD, and other challenges. Finally, we discuss whatever the engineers
thinks should be discussed in relation to event sourcing.

3.2.4 Coding, Analysis, and Creativity

Each interview transcript was analyzed, as part of the GT approach, through an open
coding process. The interviews were conducted by the first author, the transcripts were
reviewed by another author after creation. The first and second author performed
the codification and categorization, while the third author validated and confirmed
the steps. The authors maintained a shared memo-ing document where ideas and
emerging concepts were noted for discussion with all co-authors. Disagreements in the
codification and categorization were resolved through discussions among the authors
until agreement was found, while older versions of concepts were maintained in the
memo-ing document. The coding process was both organic and methodical.

We provide an example of the coding process. One of the concepts that was dis-
cussed extensively was that of auditing and the ability to have a change log for all
events in the system. E2: it “has saved the finger of blame from pointing at us so many
times ... that bit is worth its weight in gold to me.” E4, translated: “I would save the
old version forever ... for if we end up in court.” Many of the interviewees put equal
emphasis on the role of the audit log. The paragraphs from the transcripts mentioning
the audit log were first coded and linked to the concept audit. From those codes audit
emerged as one of the prevalent rationales behind the pattern. After further grouping
the statements linked to audit we added more detailed codes, particularly addressing
specializations of this rationale such as customer service support and regulations.

This example explains how we started with highlighting important paragraphs and
sentences in the transcripts. Those highlights were coded with short summary sen-
tences. After that the sentences were grouped by linking them to codes: topics de-
scribed by a few words. From those codes we derived concepts, such as the previously
mentioned audit, which was later related to the category rationale. During this process
we iterated until we ended with simplified categories and concepts (also known as the
parsimony principle) that reflected the linked paragraphs. This process was iterative
and organically executed until the first and second authors agreed on the categories
and concepts.

While we cannot claim that saturation was reached, this article is a presentation
of the coherent concepts that emerged from the research. The nature of our study is
exploratory and the research questions are broad on purpose. To reach saturation on
such a large topic one would have to conduct, transcribe, and codify an impractical
number of interviews. Although saturation based on the codes and concepts was not
reached, we are confident that the results we present represent the general sentiment
among practitioners. While we always had the concepts of how to present an archi-
tecture pattern in the back of our minds, we decided to structure the presentation
according to the results of the GT concepts and codes. The guidelines as, for instance,
stated by Gamma et al. [90] on describing a pattern through the elements problem,
solution, and consequences were used during the memo sorting process to match our
concepts, but not as a predefined framework in which our concepts were painstakingly
framed. Section 3.8 discusses the relation between our concepts and the guidelines
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of Gamma et al. [90]. The categories, concepts, and codes found during the interviews
are presented in Sections 3.4, 3.5, 3.6, and 3.7. Tables 3.3, 3.2, 3.4, 3.5, 3.6, and 3.7
summarize the results.

The interview protocol, the anonymized transcripts of the interviews, and the classi-
fication codes with links to the interviews are made available as a data package [188].

3.3 Background

The foundational idea of event sourcing is the domain event as described by Evans
[75]. His seminal book on Domain-Driven Design (DDD), however, does not mention
the pattern. Vernon [255] describes event sourcing only briefly in his book on the im-
plementation of various DDD patterns. Young [277], as one of the original proposers
of event sourcing, discusses the challenge of versioning ESSs. Event sourcing is also
discussed in the context of CQRS Young [275], a pattern strongly related to event
sourcing. Recent academic literature [70, 278] shows an interest in applying event
sourcing for research projects.

Three related areas and their differences with respect to ESSs are discussed: transac-
tional processing and database systems, stream processing and EDAs, and blockchain.

Event sourcing is related to database systems techniques used for persistence guar-
antees and replication. Gray & Reuter [97] describe how transaction logs can be used
to replicate the state between database systems. Every state change is recorded as a
transaction, which is similar to event sourcing where every state change is recorded as
an event. Kleppmann [140] discusses event sourcing in the context of data-intensive
applications; he relates the pattern to the change data capture approach, often used
in Extract-Transform-Load (or ETL) processes [253]. ETL solutions are often used for
creating data warehouses. The primary difference between event sourcing and these
techniques is that a transaction or a data change is a technical entity without relation
to the real world, while an event in event sourcing resembles an event in the real
world.

Kleppmann also relates event sourcing to the chronical data model described by Ja-
gadish, Mumick & Silberschatz [120]. Another data model that deals with the tempo-
ral aspects of data is time series, described by Dreyer, Dittrich & Schmidt [62]. Both
techniques are only used as a data modeling technique, while event sourcing is a soft-
ware architecture pattern.

Event sourcing also shares commonalities with stream processing [272], applied in,
for instance, Internet of Things (IoT) systems to process sensor events. Events in [oT
systems are often used to communicate between different (sub)systems and are not
stored as the state of the system. Also, the events represent technical events such as
sensor data as opposed to real-world business domain events. Another closely related
topic is Complex Event Processing (CEP) as described by Luckham [155]. In CEP the
focus is on pattern recognition within a stream of events. CEP itself could be applied
in the processing components within an ESS, similar to the event calculus formalism.
Event calculus, as described by Sadri & Kowalski [216], is a logical language that
represents the effects of events. This language, however, cannot be used to describe
event sourcing as an architectural pattern. Similarly, process mining deals with the
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analysis of event logs from process-driven systems. The work of Murillas, Aalst & Rei-
jers [171] shows the complexity of mining processes from systems that do not record
historical data. ESSs support process mining by default, which makes them suitable
for enterprise systems.

Anh et al. [7] describe another append-only data structure: blockchain. While the
data structure is similar to event sourcing, the goals of the two techniques are different.
A blockchain focuses on solving problems related to distribution, consensus, and trust,
while event sourcing solves problems with history, temporal complexity, and audit
trails. The blockchain approach enforces the immutability of the data to solve its
problems, while in event sourcing this immutability is self-imposed. Event sourced
systems could be built using a blockchain solution. However, the distribution and
consensus features offered by blockchain do not improve the goals targeted by event
sourcing.

3.4 Event Sourcing In Practice

The 25 interviewed engineers have an accumulated experience of at least 35 event
sourced systems (ESSs). However, a number of those systems were either not yet in
production, or the engineer could not recall enough details of the system. Of the 35
systems, 19 ESSs were discussed in more detail and are summarized in Table 3.2. Still,
the experts’ experience on all of these systems is reflected in the answers that they
gave, and is thus reflected in the challenges, the definitions, and the schema evolu-
tion techniques. The categories in this characterization are based on the interviews,
and were selected based on the categorization of the concepts deduced from the inter-
views.

Event sourcing is applied in enterprise applications, either business-to-business or
business-to-consumer, as illustrated by the interviews. We did not encounter systems
using event sourcing for IoT systems, or other stream processing systems. This reflects
the community from which event sourcing originated, which focuses on enterprise
applications.

The systems overview shows that the event sourcing pattern is not tied to a par-
ticular technology stack. This diversity in technology confirms that event sourcing is
indeed a pattern, and not a technology.

3.4.1 Rationale for ESSs

The reasons for applying event sourcing can be grouped into four categories. Remark-
ably, all systems under study benefit from event sourcing, and no system returned to
a current state model. Still, most engineers state that they would not apply event
sourcing in every system. The reason given for this opinion is the added complexity
of introducing event sourcing. Engineer E2 would apply event sourcing by default, be-
cause of the benefits it gives. The different rationales as discussed with the engineers
are summarized in Table 3.3.

One of the main benefits of applying event sourcing is the retention of all state
changes. According to E24, event sourcing prevents prematurely data deletion: “as a
software developer building a data-driven system and you are modifying data, you are
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2
g g £ "
5 5 £ ag2
System Code s Type of application | Technology | Rationale 2% E A = O
platform
MarketingSys E22 | Marketing .NET, audit strict v v 7/
automation DynamoDB
HealthSys E23 | Health record JVM, audit, cut-off v v
management MySQL flexibility moments
WebBuildSys E24 | Website building Scala, audit strict o/
MySQL
B2CSys El B2C communication | JVM, flexibility strict v
MongoDB
EmailSys E2 E-mail template .NET, audit strict v v
management MSSQL
LendingSys E3 Micro-lending Ruby flexibility mutable 7
ObjectSys E4, Object registration JVM, Oracle | audit, strict v v
E5 flexibility
VideoSys E6 Streaming video JVM, flexibility mutable v v/
EventStore,
Neo4J
CMSys E7 Content PHP, complexity | mutable v v
management CouchDB,
PostgreSql
PaymentSys E9, Payment processing | JVM, trending mutable v
E10 Groovy,
MongoDB,
MySQL
ApproveSys E13 | Approval processing | .NET, complexity | mutable v v
RavenDB
MeetSys E15 | Appointment .NET flexibility, mutable v v
management complexity
ProjectSys E17 | Project .NET, audit, cut-off v v
administration RavenDB, flexibility moments
PostgreSql
IdentitySys E20, | Identity PHP, audit, strict v v
E21 | management MariaDB flexibility
P-PaySys E25 | Payment platform Golang, trending, strict v v/
PostgreSql flexibility
DocumentSys E19 | Document .NET, audit, cut-off v v /
automation MongoDB flexibility moments
Advert1Sys E8 Classified JVM, audit, mutable v v
advertising MongoDB flexibility
Advert2Sys E12 | Classified .NET, trending strict v v/
advertising MSSQL
InventorySys E11 | Inventory .NET, LMDB | flexibility, mutable v v 7/
management complexity

Table 3.2: Characterization of the ESSs under study, including the technology platform, the
rationale for event sourcing and the chosen degree of immutability. The application of Domain-
Driven Design (DDD), the Microservice Architecture (MSA) style, and Command Query Respon-
sibility Segregation (CQRS) is also indicated.
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Concepts Codes

Audit Regulations (E4, E5, E14, E17, E19, E20, E21);

Customer service support (E2, E4, ES5, E7, E8, E9, E10, E12, E17, E18, E22, E23);
Explanation (E14, E23, E24)

Complexity | Decoupling (E2, E11, E13, E16);

Distribution (E1, E3, E6, E12, E13);

Temporal logic (E2, E3, E13, E15, E16, E18, E24);

Process versus data (E4, E5, E7, E8, E9, E10)

Flexibility | Multiple views on data (E3, E6, E7, E8, E14, E15, E17, E19, E20, E21, E23, E25);
Data is not discarded (E11, E24);

Data replication (E1, E4, E5, E6, E24);

Scalability (E2, E4, E5, E11)

Trend Experiment (E2, E12, E14, E25);

Learn (E1, E9, E10, E25)

Table 3.3: The rationales given by the engineers, categorized in four concepts: audit, complexity,
flexibility, and trend.

essentially destroying your older copy of the data. And who told you you’re allowed to
delete data?” We classified this group of rationale with the category audit [1] (9/19
systems). Compliance with regulations (such as system ProjectSys) is one of the rea-
sons in this category. Improving customer support (ProjectSys, Advert1Sys) is another
reason. In those systems the state changes are used to explain the system and its be-
havior to customers. Finally, simply explaining why and by whom data is changed (in
debugging scenarios for instance) is given as a reason too (EmailSys).

The second category is flexibility [149] (12/19 systems). These systems chose event
sourcing (and CQRS), because of the flexibility it provides in the architecture of the
system.

Examples of this flexibility are the creation of secondary indexes for search (VideoSys),
building and refreshing caches (B2CSys), replacing event queues (MarketingSys, Web-
BuildSys, LendingSys), and scaling out to multiple read databases (VideoSys). Sec-
tion 3.5 explains how this flexibility is achieved through the implementation of differ-
ent projections and projectors.

The third category is complexity [17] (4/19 systems). These applications were
considered to contain complex business logic, heavily process driven instead of data
driven. Therefore, the architects designed the system as an event-driven system, start-
ing out with the modeling of processes instead of data.

The final category, which is identified as the rationale for three of the 19 systems,
is trending [39] (3/19 systems). The systems PaymentSys, P-PaySys and Advert2Sys
started with event sourcing, because the (lead) architects picked up on a trend. They
were curious about the details of the pattern, and started to implement it in the new
system. In hindsight, the systems did benefit from this decision, although E9, E10, and
E12 ascribe this to luck, and not to the design practices.
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3.4.2 Characteristics of Event Sourced Systems

The core category of the GT process is the process of designing and implementing event
sourced systems, as performed by software engineers. As we needed to make sure that
event sourced systems are not a technology but a technology agnostic pattern, we
wanted to assure the types of applications and the technology platforms used to re-
alize the implemented systems. Three dimensions, the size of the event store, the
workload handled by the application, and the size of the schema, are listed to indicate
what kind of systems benefit from event sourcing. These dimensions assure that event
sourcing is not biased towards systems of a certain size. Three related topics emerged
during the coding process: DDD as a software design approach, CQRS being a related
architecture pattern, and the Microservice Architecture (MSA) style. Together with
the degree of immutability and the type of application, these different aspects form
the characteristics that are listed in Table 3.2.

Event sourcing is a pattern that stores every state change; immutability is thus at the
core of the pattern. Helland [105] states that immutability of data is a crucial aspect
for distributed systems. Although often seen as the defining characteristic of event
sourcing, immutability is not enforced in any manner, as opposed to a blockchain. In
a number of the systems under study, immutability is sacrificed for a simpler schema
evolution technique (see Section 3.7). We observed different degrees of immutability.
The first degree is strict, 8 out of the 19 ESSs never change an event. The second
degree of immutability is used by 3 out of 19 systems, which allow for cut-off mo-
ments. In such a cut-off moment, the event store is changed, but back-ups guarantee
that no information is deleted. The goal of these back-ups is to satisfy regulations or
service-level agreements, therefore, they are kept around forever. This degree of im-
mutability still guarantees an audit trail, because the back-ups can be used to retrieve
all the state changes. The last degree level of immutability is mutable, 8 out of 19
systems allow events to change. In these systems, the event store is changed on some
occasions, and the back-ups are not kept forever. These systems do not satisfy the goal
of a complete audit trail. However, the events can still be used to explain how the
current state was reached. None of the ESSs lose information regarding the current
state of a system. Events that are changed, or transformed, are in most cases changed
because of technical reasons.

In 14 of the 19 ESSs under study DDD is used as the design approach. DDD is
an approach to software development that aims at tackling complexity in the heart of
software (as the subtitle of the seminal book by Evans [74] states). DDD focuses on the
explicit modeling of the domain, including its boundaries and events. However, only
four of the 25 engineers argue that DDD is a prerequisite for event sourcing. Although
the other engineers do not see DDD as a prerequisite, without a doubt DDD inspired
the design of many ESSs. Events, as expressed by E11, “should represent real-world
business events”. This is different from transactional processing, or stream processing.
In those systems events can have a more technical nature. According to E11, en ESS
that contains events not representing real-world business domain events will undergo
more changes to the software. E11 explains: “You align the events with real-world
events, so you are dealing with changes that have a native equivalence. Doing DDD leads
to a less fragile design.” For E16, the understanding of the domain is a prerequisite for
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doing event sourcing: ‘A high level of maturity of the domain knowledge is a prerequisite.
When the domain knowledge is still evolving, applying event sourcing introduces more
risk.”

CQRS is a closely related pattern that also originated from the community around
the DDD approach (the pattern itself will be explained in more detail in Section 3.5).
Although engineer E14 has seen a few solutions that apply CQRS without event sourc-
ing, they are almost always used together. All of the systems that we discussed with
the engineers applied both CQRS and event sourcing. The interviews give no expla-
nation for this co-appearance. A possible explanation, based on the experience of the
authors, could be the fact that they are often ‘advertised’ together in the community.

Also closely related to event sourcing is the MSA [61] style. Similar to DDD, the MSA
style also attacks the complexity of large software systems. This is confirmed by 8 of
the 19 systems that were discussed in the interviews. They implement microservices
to break up a large application and control complexity by spreading the business logic
over these services. We observed two approaches in the systems that combine MSA
and event sourcing. The first approach uses event sourcing as an implementation
detail of the microservices. In the second approach, the events are not only used to
store state changes, the event store is also used to communicate these events between
microservices.

Unfortunately, the experts could not uniformly report on event store size, traffic, and
schema size of the characterized ESSs. Some of them could not disclose these details
due to commercial reasons, while others no longer had access to the discussed system.
Table 3.4 summarizes the details that were reported per discussed system. The systems
have a size ranging from smaller than three gigabytes, up to 250 gigabytes (or more
than a billion events). Eleven systems (including HealthSys that reports a growth rate
of 4 million events per day) have more than a million events in the store, representing
more than half of the systems. Two systems (WebBuildSys and InventorySys) even
report sizes over a billion events. Advert2Sys shows a small event store size, but that
is due to the active pruning that they do. The growth of 4 million events per day
shows that the total number of events is much higher than the reported five million.
The growth rate of the systems shows that a number of systems report a growth that
passes a million events per day (HealthSys, Advert2Sys, and InventorySys), but most
show a number far less than a million new events per day. The schema sizes show
that none of the reported systems passes the 500 event types, but is rather spread out
between 20 and 450 types. In general, Table 3.4 shows a wide variety of event store
sizes, handled traffic, and event store schema sizes. Systems VideoSys, PaymentSys,
ApproveSys, and InventorySys show that ESSs are not only used for small business
domains. The event store size shows that event sourcing can be used for both small
and large systems.
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System Code Event store size Growth of the store Schema size
MarketingSys > 50,000,000 events 10,000 events per day
HealthSys 4,000,000 events per day
WebBuildSys More than 100,000,000 ac- A single event
tive sites, every site owns stream type per site
hundreds or maybe even
thousands of events
B2CSys < 5 gigabyte 50 event types
EmailSys “It is probably approaching | < 50 or 60 events per day
the half a million events mark
by now”
LendingSys “We processed I think half a 6 microservices
million account transactions”
ObjectSys 200,000,000 events 50 event types
VideoSys 7,000,000 events 400 event types
CMSys < 3 gigabyte
PaymentSys 5,000,000 events 300 event types
ApproveSys 1,000,000 events 100,000 events per 2 months 300 event types
MeetSys 100,000 events 1,000 events per day 20 event types
ProjectSys 10 events per minute
IdentitySys 50,000 events 20 - 30 event types
P-PaySys “I don’t think our scale is par- 20 - 30 stream
ticularly high” types
DocumentSys 5,000,000 events 1,000,000 events per month. 100 event types
Advert1Sys 50,000,000 events 60,000 events per day 115 event types.
Advert2Sys 5,000,000 events (active | 1,000,000 events per day 50 event types
event store)
InventorySys 1,100,000,000 (250 giga- | 77,000,000 events per month 450 event types
byte)

Table 3.4: The size and growth of the event store and the schema size of the ESSs under study,
as reported by the experts. Empty cells represent unknown data points.

3.5 Event Stores and Event Sourced Systems

This section defines key concepts and operations in an event sourced system (ESS).
These definitions are based on our experience building ESSs, and confirmed by the
interviews that were conducted. They are used to conceptualize event sourcing and
the identified challenges. When coding the interviews, different characteristics and
variability of the concepts and operations were identified, which are described in this
section. These concepts and operations should be used in discussing, and teaching
ESSs.

3.5.1 The Event Store

We propose the following definitions for the concepts and operations related to an
event store. First the concepts are defined, starting with events and working all the
way up to the store. After that the operations on the event store are given.
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Event. An event is a discrete data object specified in domain terms that represents a state
change in an ESS.

An example of an event from the Netflix case [9] that represents a real world busi-
ness event is given in JSON format:

{

"LicenseCreated":

{
"customerId": "BlackMirror",
"titleId": "TheNationalAnthemSO1EO1",
"date": "2014-01-06"

}

The importance of the relation to the business domain is stated by E5: “business
analysts are telling us what the events should be.” E11 adds: “you capture business
changes as a flow of events, you align these events with real-world events.” A more
general definition is given by Michelson [170]: “a notable thing that happens”. It
lacks the relation to the business domain as it is used for event-driven architectures in
general. The data in the events can be stored in different formats such as JSON, XML,
AVRO [245], or Protobuf [95]. Events are stored in a sequence, in event streams.

Both E14 and E25 do see a distinction between internal and external events. Internal
events are fine-grained and contain more detail, while external events are more coarse
grained and meant for other systems to communicate. Through this distinction it is
possible to hide internal business logic from external consumers. Multiple engineers
(E12, E14, E16, E17, and E22) also acknowledge the usefulness of state propagation
through events. Instead of events that mark a business event, events can also be used
to simply propagate the state of an object.

Event Sequence. Every event is stored together with a sequence number. Its sequence
number represents the position of the event in the stream.

Event Stream. An event stream s is a sequence of tuples, each tuple containing an event
and its sequence number

s = ((e17 1)’ (e2a 2)a e (enan»

The sequence numbers are consecutive natural numbers, starting with the number 1.

The sequence numbers are not handed out by the event stream, but are supplied
by the producer of the new events. The event stream does validate if the sequence
numbers are consecutive natural numbers. E3 explains how this is used by event
subscribers: “you get this monotonically increasing sequence of events that you can use
to record your position.” The streams together are stored in the event store.

Event Store. An event store is a set of event streams. These streams form the partitions
of the event store, and are disjoint.

The event store has two foundational operations on event streams: read and append.
The read operation enables systems to read an event stream from a given sequence
number. Events are appended to the event stream with the operation append. E20
explains how append is the only operation that changes the event stream: ‘I only
append new events, and never throw away old events.” The append operation has an
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extra validation: the caller should supply the sequence number for the new event,
which is validated and an error is returned if it is not the expected number. Through
this validation the store achieves optimistic concurrency control. According to engineer
E24, this is the strongest guarantee that the event store should offer. A caller will first
need to read from the event stream, before append can be called. If another caller
calls append in between, the append of the first caller will fail, because the highest
sequence number has changed.

Both the read and append operation operate on single streams, this emphasizes
the fact that the streams in an event store are disjoint. The append function can
either append a single event, or multiple events, depending on the implementation.
For instance, Event Store [76] implements the append function with a version that
atomically appends multiple events to the stream.

3.5.2 The Event Sourced System

Enterprise software applications support at least two foundational use cases: storing
information and retrieving information. The event store is used to store the state
changes in the system, however, the event store is not optimized for retrieving infor-
mation.

In ESSs the project function is central in both storing new information and retriev-
ing information. First we define and characterize this project function. Second we dis-
cuss storing and retrieving information by presenting two parameterized operations.
Project function. The project function takes one or more event streams and creates a pro-
jection with the data from the given events. The projection itself can take different forms,
for instance, it can be a relational database that is updated through SQL statements, or
a search index manipulated through the filesystem.

The project function operates on one or more event streams. The event streams are
disjoint, and the project function thus can not assume an order between the events
from the different streams. While the order of events in a single stream is guaranteed,
the events from different streams have no relation.

The projection that is built by the project function in an ESS is similar to the concept
of projections in relational algebra [52]: projections contain a selection of the data
present in events. Projections are similar to views in a relational database: a selection
and transformation of one or more database tables.

Projections. A projection 7 is a selection of the data stored in events, transformed into a
specific model. The selection and transformation depend on the purpose of the projection.
The data in a projection is transient, a projection can be rebuilt from its source events at
any point.

Examples of different variations of projections are frequently given by the engineers.
Engineer E6 for instance explains how they project the event data to both Neo4J (a
graph database) and ElasticSearch (a document database). The graph database serves
the navigation through the data, while the document database serves the search func-
tionality. Other examples given are a specific storage technology for indexing (used,
for instance, by E8, E12, E23), an analysis to report the abuse of accounts information,
and a relational table with all issued licenses for downloaded content.
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The primary design question of the project function and its target projection is
its purpose. The importance of the project function lies in its encapsulation of the
variability in storage technology, data selection, and data model. Choices can be made
per project function, which enables a huge potential for optimized projections for their
purpose. The flexibility as a reason for choosing event sourcing (Section 3.6) is in large
part caused by the project function.

The project function also poses a risk to the performance of the system, a challenge
we discussed in Section 3.6. The time it takes to build a projection depends on two
factors: the number of events that are read and the time it takes to update the projec-
tion. Engineers E11, E13, and E14 discuss their search for improved implementations
of projectors. Quick improvements can be found in faster storage technology, or better
use of hardware. Engineer E12 explains how they prune the event stream by moving
older events into a different stream. This pruning decreases the number of events
that the project function needs to process, making the rebuilding faster. Engineer E14
discusses how they plan the rebuilding in weekends, rather than investing developer
effort in optimization.

The retrieval of information from the event store is done by building a projection.
Queries are answered using the data available in the projection. Projectors can build
the projection on-demand, or opportunistically: the given projection is build first and
then the specific query is answered. However, it is also possible to pre-build the projec-
tion: the projector constantly watches the event streams and updates the projection
whenever new events arrive. This decision depends on the ratio between reads of
the projection and new events being appended to the stream. If a projection is read
infrequently, it is unnecessary to constantly project new events, and thus consume re-
sources. However, if a projection is read frequently projecting the new event directly
on arrival improves the performance of the query.

The behavior of the projector is similar to that of the higher-order function fold [115],
a recursion operator that works on lists, as stated by Meif3ner et al. [164]. The pro-
jector folds over the specific event streams and creates a projection. The integration
of functional programming and domain-driven design is further explored by Wlaschin
[268].

Storing new information is done using the append operation. The append operation
is the only operation that is capable of storing new events in the store. However, before
storing these new events, they have to be produced. Events in an ESS are produced
as a result of an action (the commonly used name is command) that is accepted by
the system. The validation, resulting in an acceptance or rejection of the command is
done by the accept function.

Accept function. The accept function takes a projection = and a command c. The com-
mand is validated using the data in the projection, and the accept function either results
in an error or in an event.

The command follows the Command pattern described by Gamma et al. [90]. The
system first builds a projection, and then validates the command using the accept
function. Validation of the command can result in either a new event or an error (in
case of a validation error). The new event is appended to a specific event stream,
which is selected based on properties present in the command. This appended event
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is the new information stored in the system. While the projection is built in order to
validate the command, it is only used to validate the command and is volatile.

A command can only affect a single stream, because the append operation appends
to a single stream. To guarantee the consistency of information, the system should
not append events to two streams in one request. One append might fail, leaving the
system in an inconsistent state. This rule increases the importance of the design of the
schema of an event store.

3.5.3 The Schema

An event store contains no schema for the specific structure of events. The data schema
is not explicitly defined at all, but is implicitly encoded in the ESS. The knowledge of
the data schema inside an ESS is encoded in the source code of the accept and project
functions. This is similar to other systems with a so-called implicit schema [86], such
as document-oriented data storage systems.

In general, events can take any form and thus the schema as well, therefore, we
left these definitions abstract on purpose. However, we believe that these abstract
definitions can be used to support the discussion of schema evolution, as we show in
Section 3.7. This section defines event, event stream, and event store schemas, along
with the conforms relation.

Event Schema. An event schema e describes the type and form of events. conforms(e,¢)
holds if event e conforms to the specification e.

An event schema could be implemented by, for instance, XML Schemas or AVRO [245].
The latter uses the schema not only for validation, but also for serialization to a binary
format. Two other options that can be applied to create a more formal event schema
are domain-specific languages (suggested by E11 and E14) and strongly typed classes
(see Table 3.5).

Event Stream Schema. An event stream schema < describes an event stream and the
events that can occur in the stream. The event stream schema contains the event schemas

of the events that can occur in the stream, along with the patterns of occurrence. conforms(s,s)
holds if event stream s conforms to the specification .

An event stream schema contains both the specification of the events, and the spe-
cific patterns. An example schema contains both the schema (or specification) of the
‘registered’ event, and the fact that the ‘registered’ event occurs before a ‘checkout’
event.

Event Store Schema. An event store schema 6 describes an event store and the streams
that are stored in the event store. conforms(es,f) holds if event store es conforms to the
specification 6.

The event store schema contains more knowledge than only the event stream schemas,
similar to the event stream schema. For instance, the cohesion between streams can
also be specified in the event store schema. An example of this is that when a spe-
cific stream contains a certain event, another stream should exist and be present in
the event schema. An explicit implementation of event stream schemas or event store
schemas was not encountered during the interviews.
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3.5.4 Event Sourced Systems based on CQRS

As we have seen in Section 3.4, every ESS under study also applies CQRS. CQRS was
introduced by Young [275] and Dahan [50], and the goal of this pattern is to separate
actions that change data (commands) from requests that ask for data (queries). Al-
though event sourcing and CQRS can be used separately, the common application of
the two patterns is worth exploring. Based on literature and the interviews an exam-
ple architecture combining event sourcing with CQRS is discussed. This architecture
is shown in Figure 3.1. As illustrated, the event store schema 6 is part of the ESS:
the event store conforms to it, and the command and query system encode it in their
application logic.

In the command system aggregates (as introduced by Evans [74]) are used to pro-
cess incoming commands (1). Commands are routed by the commandhandler to the
correct aggregate. Aggregates will process the commands using the accept and append
operations. First the existing events are read (2), a projection is built (3), and then
the accept function is called. When the command is accepted, the resulting event will
be appended to the event stream (4).

An aggregate reads a specific event stream, to which the new event is also appended.
Often the aggregate will be the owner of the event stream it reads and appends to. As a
benefit, commands sent to different aggregates can be processed concurrently without
interfering. E6 describes a solution where multiple aggregates use the same stream.
This variation is used to share generic behaviour among aggregates; it is mixed with
more specific logic.

In the query system, projectors are used to build projections that can be used to re-
turn information to the sender. Queries are routed by the queryhandler to the correct
projector (5), depending on the specific purpose of the projector (such as browsing or
searching). The projector will retrieve the requested information from its projection.
First the events from the event streams will be read (6), then the projection will be
built (7).

While queries can be handled by building the projection on-demand, most ESSs
based on CQRS will update the projection as soon as new events are appended. In
that scenario, step (6) and (7) will be executed before (5), and the projector can
immediately use the projection to handle the query. This decision is based on the
ratio between events and queries. When there are few queries, and many events, pre-
building the projection takes up resources (such as storage). If the workload consists
of more queries, building the projection ahead of time results in faster response times.
E24 describes a flexible approach that merges the two approaches in an on-demand
fashion. The sequence numbers of events are used as checkpoints and allow the pro-
jectors to track which events are already processed. The immutability of the event
store is crucial for these projectors. If events or their ordering are mutated, the check-
point has no value and the projector needs to re-read the event streams and rebuilt
the projection.

Most pre-built projectors are eventually consistent. As Vogels [261] explains, the ESS
guarantees that if no new commands are processed, eventually all queries will return
the last updated value. However, because there is time between the acceptance of a
command and the updating of a projection, a query might return an older value. The
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Concepts Codes

Event Store Business events (E5, E11);

State propagation (E12, E14, E16, E17, E22);
Monotonically increasing sequence number (E3);
Append only (E1, E2, E16, E17, E20);

Optimistic concurrency control (E24);

Internal versus external (E14, E25)

Event Sourced System | Projector variations (E6, E8, E12, E23);
Optimization of projecting (E11, E12, E13, E14)

Schema Domain Specific Languages (E11, E14);
Strongly typed classes (E2, E3, E4, E5, E17)
CQRS: Projections Synchronous (E2, E20, E21, E23);

Opportunistic (E24);
Independent (E16, E17)

CQRS: Aggregates Multiple on one stream (E6);
Snapshots (E2, E20, E21);
Instance versus type (E14, E25)

Table 3.5: The concepts and codes extracted from the interviews related to the implementation
of CQRS based ESSs.

duration between (4) and (7) is the so-called inconsistency window: the command
system and the query system do not share a consistent state. Eventual consistency was
also listed as one of the challenges in ESSs and is discussed in Section 3.6.

Four engineers explain how their projectors share a database transaction with the
aggregates. This allows them to achieve immediate consistency, because both the
event as the projections are committed in a single projection. In those systems scala-
bility is sacrificed for immediate consistency. This implementation technique results in
synchronous projections.

Table 3.5 summarizes the different concepts and codes that were extracted from the
interviews. While the definitions are mainly based on our experience in building an
ESS, we have used the data extracted from the interviews to scope our description.
The concepts and codes discussed by the engineers determined what specifics were
described.

3.6 Challenges Faced in Applying Event Sourcing

A pattern description without discussing the consequences is incomplete, and would
lead engineers astray. While Section 3.4 discusses the positive consequences that engi-
neers experienced, they also discussed the negatives in the interviews. In this Section
we discuss five challenges experienced by the engineers with two goals in mind: (1)
to indicate to practitioners what the limitations of the pattern are and (2) to formulate
novel research topics for future research around the pattern. The first two challenges
are addressed in more detail by two of our contributions in Section 3.5 and 3.7. The
summary of mentioned challenges by engineers is listed in Table 3.6.
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Codes

How can Engineers better be Sup-

ported in Learning how to Apply the
Event Sourcing Pattern?

How can Tools, Frameworks, and
Platforms be Provided to Make the

Eventual Consistency (E1, E2, E14, E24);

Events versus state (E1, E2, E4, E5, E6, E12, E13, E15, E16,
E17, E20, E21, E23, E25);

Lack of knowledge sharing (E1, E3, E9, E10);

Start is slow (E4, E5)

Immature tools (E2, E9, E10, E17, E20, E21, E25);
Frameworks not properly maintained (E6, E19, E22);

Pattern even More Successful? Pattern versus framework (E6, E24);
Tools not accepted by operations (E14);
Frameworks hide details from developers (E24);

Frameworks help beginners (E6, E7, E13, E14, E17, E24)

Rebuilding is slow (E4, E5, E8, E9, E10, E13, E20, E21, E22,
E25);

First in-memory (E8, E24);

Targeted rebuilds (E8, E9, E10, E16, E17, E20, E21, E23);
Rebuild versus developer time (E1, E2, E6, E7, E9, E10, E11,
E13, E14, E15, E20, E21, E22)

Separate events from personal information (E20, E21);
Remove (E11, E23);
Anonymization (E11, E25)

See Table 3.7

How can Projections be Optimized?

How can a System that Uses Event
Sourcing Protect User Privacy?

How can Event Stores be Evolved?

Table 3.6: The challenges faced by the practitioners while implementing ESSs.

How Can Engineers Better Be Supported in Learning How To Apply the Event
Sourcing Pattern?

The most prominent category of challenges mentioned by the engineers is in the area
of designing software. Designing ESSs is more difficult than other systems, because
of two characteristics. In the experience of 13 of the 25 engineers, thinking in events
and state transfers is completely different from thinking in current state and database
transactions. Section 3.5 proposes a description that improves the understanding, and
supports the teaching of event sourcing and event sourced systems (ESSs).

An ESS introduces not only events and state transfers. Eventual consistency forces
developers to let go of guarantees that they would have in a system using current state
and synchronous processing. In a CQRS system, an update sent through a command
will not immediately be reflected in the result of a query. The system first needs to
process the event into one or more projections. Engineer E12 states that “a lot of
developers had to get used to information not being in place”, and E2 adds that “getting
people to understand eventual consistency is the biggest hurdle.” Eventual consistency
forces developers to rethink the basic interactions of the user with the system.

We give two examples of interactions that force developers to rethink system design.
The first example is that of the expectation of users to retrieve data that they previously
submitted into the system. In a CQRS system, the query system might not directly
return the data that was submitted through a command. The user interface of the
system should make it clear to the user what is going on, or even try to hide the fact
that the system is eventually consistent. The second example is that of developers that
more or less have the same expectation. Often developers try to use the result of the
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query to make decisions in an aggregate. However, the query system might not have
processed all events and missed recent updates. If developers overlook this principle,
the decisions lead to bugs in the system.

How Can Event Stores Be Evolved?

Both E13, “we dreaded the upgrading, we had some fear in advance”, and E22, “ver-
sioning in event sourced systems is a big problem”, point out the perceived difficulty of
upgrading ESSs. This challenge did not come as a surprise, our earlier work [186] and
the work of Young [277] underline this. During the interviews we identified five fun-
damental techniques for schema evolution in ESSs, which are described in Section 3.7.

How Can Tools, Frameworks, and Platforms Be Provided To Make the Pattern
Even More Successful?

Eight engineers discuss the lack of standardized tools, such as frameworks, platforms,
and databases. A commonly stated opinion within the community is that you do not
need frameworks to implement an ESS. However, engineers E9, E10, E17, E20, E21
and E25 state that they wish to see more mature libraries and frameworks. Engineers
E6, E17, E19, and E22 mention that infrastructure and tooling for ESSs is immature.
Either the tooling does not support a broad enough set of scenarios, or the quality
is lacking. How large the market is for specialized event sourcing tools is difficult to
say. Recently AxonlIQ [10] has started to offer commercial support for ESSs, similar to
what Event Store [76] does.

How Can Projections Be Optimized?

Projections, as discussed in Section 3.5, are used to retrieve information from the
system. Rebuilding projections, however, can become a bottleneck for ESSs.

Engineers E11, E13, and E14 discuss their search for improved implementations
of projectors. Quick improvements can often be found in faster database technology,
or better use of hardware. Although rebuilding projections needs planning, engineer
E14 discusses how they rather plan the rebuilding in weekends, instead of investing
developer effort for optimization.

Engineer E16 explains how the domain can show an optimization: not reading all
the events on a rebuild. Often the older events are no longer reflected in the projection,
because the specific data (such as a classified advertisement) is no longer active.

Another important implementation detail that lifts some of the burden is that pro-
jectors can (and must) be implemented as independent, autonomous processes. This
gives the system the possibility to only rebuild those projections that need to be rebuilt,
instead of all the projections at once.

How Can a System That Uses Event Sourcing Protect User Privacy?

Privacy regulations, such as the GDPR, are designed to protect users from being taken
advantage of. Personal information should not be kept in a system for all eternity,
but the system should delete it whenever someone requests that. However, such a
requirement conflicts with the nature of event sourcing: retaining all the data. Engi-
neers E20, E21, E23, E25 mention that they designed their systems to comply with
these regulations. Systems HealthSys and P-PaySys use some form of anonymization
and removal of information to comply. Obviously, this requires them to rewrite events.
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System IdentitySys takes a completely different approach. The system separates the
events and the personal information in two different stores. When events are read,
they are supplemented with personal information. If that information is no longer
present (because of removal requests), default values are supplied.

3.7 Schema Evolution in Event Sourced Systems

A challenge discussed by multiple engineers is the evolution of event sourced systems
(ESSs) (as stated in Section 3.6). From the transcripts, we identified five fundamental
techniques for schema evolution. These event schema evolution (ESE) techniques are
described using the definitions given in Section 3.5.

We encountered two reasons why event schema evolution in ESSs is difficult. First of
all, the implicit schema (as described by Fowler [86]) makes evolution in ESSs difficult.
Solutions as proposed by Meurice, Nagy & Cleve [168] and Maule, Emmerich & Rosen-
blum [161] to analyze the impact of schema changes are not usable, because there is
no explicit schema. In contrast to their solution, the change originates in the applica-
tion and impacts the data in the event store. This makes the direction of the impact
different from theirs.

The second difficulty in event schema evolution is the immutability of the event
store. Traditional solutions to transform or rewrite the store are not always possible.
However, the benefits of immutability in event stores (as listed in Section 3.4) are not
always requirements. The different degrees of immutability, as shown in Table 3.2,
allows for different evolution techniques.

Teams that apply event sourcing without a clear understanding of the business do-
main introduce risk, according to E14, E16, and E22. E22 explains that the challenge
of evolution is exactly why it is preferred to start a new system without event sourc-
ing, and only introduce event sourcing when the domain knowledge is stable: “once
we have enough trust in our model we will transform to event sourcing.” As E16 con-
firms, events based on a sufficiently clear domain knowledge will decrease schema
evolution.

Another prevention technique is the cleaning up of events in the event store, of
which we encountered two possibilities. First of all, older events that no longer repre-
sent active information can be moved into cold storage. These events can still be read
and processed, but are no longer processed by the ESS itself. Therefore, they do not
have to conform to the implicit schema of the ESS. Second, sometimes these events
can be kept in the event store itself, but the ESS will never read them. Again, this
makes it possible to ignore those events on upgrades.

Event schema evolution that cannot be prevented can be solved by the following
five evolution techniques. Although in our work [186] we also discuss five techniques,
during the interviews a different set of techniques was encountered. The technique
lazy transformations was not mentioned by any of the engineers, while weak schema
was mentioned as a new technique. Which techniques are used by which engineers,
and the benefits and liabilities per technique given by the engineers during the inter-
views are classified in Table 3.7. In some cases the liabilities are also from engineers
that do not apply the particular technique: they stated the liability as a reason for not
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Technique Engineers Benefits Liabilities
Versioned 2: E7,E19 Simplicity of implementation | Application logic pollution (E7,
Events (E19) E9, E16)
Weak Schema 11: E2, E7, | Simplicity of implementation | Application logic pollution (E9)
ES, E11, | (E2, E8, E11, E15, E17, E22) Feature incomplete (E8, EI5,
E14, EI15, E17)
El6, E17,
E20, E21,
E22
Upcasters 12: El, E4, | No application logic pollution | Decrease of run time perfor-
E5, E7, E11, | (E19) mance (E11, E23)
E12, EI13, | Strict immutability (E24) Multiple schemas (E23)
El4, E16, | Simplicity of implementation | Complexity of implementation
E19, E23, | (E14) (E23)
E24
In-Place 5: E8, E9, | Ad-hoc evolution (E8, E9, E10, | Mutability of events (E22)
Transformation | E10, E13, | E13, E23) Complexity of implementation
E23 Single schema (E13) (E13)
Decrease of evolution perfor-
mance (E24)
Risk of data-loss (E8)
Copy- 14: E3, E6, | Simplicity of implementation | Mutability of events (E11, E16,
Transform E7, E8, E9, | (E6, E13) E22)
E10, EI11, | Strict immutability (E15, E17, | Decrease of evolution perfor-
E13, E14, | E19) mance (E6, E24)
E15, E17, | Ad-hoc evolution (E3, E6, E17,
E19, E22, | E23)
E23

Table 3.7: Benefits and liabilities of event sourcing evolution techniques.

using the technique.

ESE Technique 1: Versioned Events

Given an event store es conforming to a schema 6, the technique versioned events
transforms the schema into 6’ such that

conforms(es,0') AVsef:3" e :ccd’

This technique introduces only new types of events, and does it in such a way that
the event store es conforms to §’ without transformation. The project functions that
process the involved streams are required to handle these new events.

FINDINGS This technique is applied by engineers E7 and E19, with the sole benefit
that it is a simple technique that does not require specific changes to the ESS. The
liability of this technique is the pollution of application logic, as stated by E16: ‘T try
to keep my domain abstraction pure. My v1 and v2 version of the event do not enter the
model together.”

ESE Technique 2: Weak Schema

With this technique the events are described in a minimalistic manner. Similar to
technique 1, the event store es or the schema 6 are not transformed during evolution.
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Evolution operations that are allowed with this technique are limited to transforming
the event e into ¢’ such that it still conforms to the event schema e. This requires the
project operation to handle this variability.

RELATED WORK This technique is described by Daigneau [51] as the tolerant reader
pattern. Serialization formats such as Protobuf by Google Inc. [95] and AVRO by The
Apache Software Foundation [245] support this technique by reading the existing bi-
nary data into the new version of the objects.

FINDINGS Eleven engineers apply this technique, because of the simplicity. The lim-
itations of this technique are stated as a liability, together with the pollution of the
project operation that is required (E9 explains: “you want to assume a certain event
schema”).

ESE Technique 3: Upcasting

This technique is well known to event sourcing practitioners and described by Betts
et al. [15]. The event streams are transformed into streams conforming to the latest
schema by a new function: the wupcast function. This function is called before the
streams are passed into existing project functions. The transformation is centralized
in this new function, which improves the maintainability of the system.

For the project functions it appears that little has changed, it appears that the re-
lation conforms(es, 0') holds. However, events already stored in es still conform to 6,
while newly appended events conform to 6. After appending new events to es, the
store itself will neither conform to 6 or 6.

RELATED WORK The technique is similar the pattern message translators as described
by Hohpe & Woolf [111].

FINDINGS Twelve engineers use upcasters, claiming benefits such as no domain pol-
lution, the immutability of events, and simplicity of implementation. One of the stated
liabilities is a decrease in performance: “If you have been running upcasters for a long
time, you will have quite a stack of them in place, which slows down the entire loading.”
Other liabilities are added complexity in analyzing the event store, because it contains
events that conform to different schemas.

ESE Technique 4: In-Place Transformation

This technique updates events to resemble the new schema, and thus forces ESSs to
forgo immutability. New operations that alter event streams need to be introduced,
such as insert (insert an event at a specific position) and update (update the event at
a specific position). These operations break the immutability of the event store, with
the consequence that cached projection need to be rebuilt. Therefore, two available
event stores, EventStore Event Store [76] and AxonDB AxonlQ [10], deliberately do
not offer these operations.

RELATED WORK This technique is similar to migration scripts for relational databases.
Scherzinger, Klettke & Storl [224] and Saur, Dumitras & Hicks [223] both propose a
similar approach to evolve data in a NoSQL store. The lazy migration (on data access)
is similar to incremental migration as described by Sadalage & Fowler [215].

FINDINGS Four systems, HealthSys, PaymentSys, ApproveSys, and Advert1Sys, apply
this technique. Benefits are the possibility of ad-hoc fixes, and improved reasoning
because the store will only contain events conforming to a single schema. However,
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the risk of making errors, the loss of immutability, and the performance are stated as
liabilities. E22 explicitly prevented this technique from being used: “to prevent this
technique we first zipped the events, and then encoded the result before storing them.”

ESE Technique 5: Copy-And-Transform

During the execution of this technique, existing streams are processed and new streams
are created from transformed events that conform to the new schema. This does not
violate the immutability of the source events, but creates new events instead. Existing
projections are still valid, although they do need to process new streams to receive
new events.

RELATED WORK Young [277] describes this technique as copy and replace. The paral-
lel universe of IMAGO, as described by Dumitras & Narasimhan [64], is similar to this
technique. QuantumDB, created by Jong & Deursen [130], uses ghost tables to apply
this technique in relational databases. Copy-and-transform of a complete event store
could be seen as an ETL process that creates a new store.

FINDINGS Fourteen engineers have used this technique, either to transform specific
streams or a complete event store. As E6 states, this technique is relatively simple to
implement, because “we can do literally anything we want.” The data preservation is
stated as a benefit, as well as the fact that this is a one-time operation. The perfor-
mance of this operation is a liability, transforming a large store takes a considerable
amount of time.

The data discussed in Table 3.7 does not allow us to discuss how techniques are
combined within a single system. It does allow us to discuss how engineers have
experienced and applied different techniques over the course of working on multiple
systems. We can observe the following from the discussed engineering experiences:

+ No engineer has solely applied versioned events or in-place transformation, those
techniques are clearly used in combination with others.

+ Five engineers have solely applied upcasters, which corresponds with the general
advice we found in the grey literature and community.

+ The copy-transform technique is mostly used in combination with other tech-
niques, only two out of the fourteen engineers have solely applied this technique.

+ Four engineers have considered techniques, but opted not to apply them: E9
considered versioned events and weak schema, E16 considered versioned events
and copy-transform, E22 considered in-place transformation, and E24 considered
copy-transform and in-place transformation.

We conclude that the techniques are not exclusive: almost all engineers have used
multiple techniques and applied multiple techniques in a single system. Example com-
binations mentioned in the interviews are

+ The application of upcasters, with copy-transform to clean up the upcasters when
there are too many.

+ The application of in-place transformation for quick patches, while a different
technique is used for planned evolution.

+ The application of weak schema for simple evolution steps, while a different
technique is used for more complex evolution.
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From the study we formulate the following advice:

1. Versioned events and weak schema are the simplest techniques to implement. Sys-
tems should start out with those techniques.

2. When evolution operations cannot be handled by the first two techniques, sys-
tems can apply upcasting. This retains the immutability of the event store.

3. Only when a decrease of performance or maintainability is experienced should
systems apply copy-and-transform.

4. In-place transformation should only be used by those systems that do not require
immutability or an audit log.
The techniques form a range of possibilities to evolve the event store of an ESS. All
techniques, with one exception in-place transformation, can be applied in an ESS that
follows the definition given in Section 3.5.

3.8 Discussion

One could wonder whether another research approach would have been equally suc-
cessful in extracting architecture knowledge about the event sourcing pattern. We
have looked at open-source systems such as AxonlIQ [11], Event Store [76], NEventStore
Dev team [174], Prooph Components [199], and observed that these follow the pat-
tern and guidelines as discussed in this article. However, aspects such as the rationale
and consequences of using the pattern are impossible to extract this way. This research
is also similar to a study with multiple cases (Flyvbjerg [81]), although one would ex-
pect a more extensive extraction of information about the case (i.e., system) and its
context in a multiple case study. We would have had to use more research resources,
but perhaps we would have also been able to provide more code examples of how the
pattern was implemented. Finally, design research (Sein et al. [229]) could have also
been used to extract the pattern description. While the description would perhaps
have been less extensive, there would have been more focus on the evaluation and
validation of the pattern and its description. We consider this last aspect as future
work, even though we are convinced that the incremental nature of this research has
led to a pattern description that is reusable and useful for architects.

Our pattern description itself does not follow a specific format. We decided to struc-
ture our presentation according to the concepts that emerged from the GT, and not
according to a specific pattern description format. We did, however, use the examples
of Gamma et al. [90] to evaluate the completeness of our pattern description.

Gamma et al. state three essential elements besides the the pattern name: the
problem, the solution, and the consequences. The problem describes what the con-
text is of the pattern, and when to apply it, which we have summarized in Section 3.4.
The description of the pattern, the solution, is covered in Section 3.5. Finally, the
consequences are split into two sections: Section 3.4 covers the positive consequences
by linking them to the problems that are solved. Section 3.6 covers the negative con-
sequences by stating several research challenges for future work.

The format that Gamma et al. use to describe patterns consists of thirteen different
sections. While these sections cover the four essential elements, the related pattern
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section should be discussed on its own. The design of a software system is never the
application of a single pattern, but rather the combination of different patterns that
together form the design. This is no different in ESSs. Section 3.5 recognizes this,
and explains the combination of event sourcing in CQRS in great detail. The relation
to other patterns to solve the specific challenges of schema evolution are covered in
Section 3.7.

A second question that must be asked is whether academic fora are the optimal
place to publish patterns. As whole books have been written about particular patterns
and as patterns appear to have a certain shelf life, one could wonder whether patterns
should be published in academia at all. We argue, with this article, that some patterns
are too important to ignore (SOA, Client-Server, Event Sourcing, etc.) and that these
deserve specific detailed attention from academics. We find the strongest proof for
this in the provided research challenges (Section 3.6) and in the challenge discussion
about evolving event sourced systems (Section 3.7).

The number of interviews does not allow us to generalize the results. It is not pos-
sible to prove that, because 14 engineers use the technique weak schema, it is the rec-
ommended technique. However, practitioners can integrate the reported experience
into their decision-making. They can weigh the context of the interviewed engineers
and match that with their own context. Although our research does not result in hard
recommendations, we believe that practitioners can benefit from the reported experi-
ences.

3.9 Threats to Validity

Both Golfashani & Nahid [94] and Onwuegbuzie & Leech [178] discuss the challenges
of assessing validity in qualitative research. We identify several biases for both internal
and external validity. First, we regard the objects of study; i.e., the engineers and their
uses of and experience with the pattern. The contributions of our research are based
on the 25 interviews that were conducted. The engineers were not hand selected,
but volunteered. Therefore, it is possible that we only interviewed a particular subset
of practitioners, who were willing and able to discuss the pattern at length. It is for
instance remarkable that they all combine CQRS with event sourcing. Table 3.1 shows
a diverse variety of experiences, and Table 3.2 shows an equally diverse variety of
systems. We have interviewed consultants (E14 and E16), and full-time employees,
with a wide range of years of experience. From small systems to multi-million user
systems, the interviewed engineers have been exposed to all. These characteristics
indicate a broad range of opinions and experiences. Within the group of 25 engineers,
16 engineers have three years or less of experience working on ESSs. This could be
due to the relative novelty of the pattern. However, these engineers were involved full-
time in the development of the ESS. The exploratory questions (Section 3.11) focus
on topics that can be sufficiently answered by engineers with one or two years of
experience.

Internal validity, which is strengthened by the way in which the research is con-
ducted, has been defended in several ways. First, an interview and analysis proto-
col (Section 3.11) had been applied to each interview. The interview protocol was
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created from extensive literature study and discussion in the research team, in which
two members have no experience with the pattern itself, thereby reducing bias. The
first two authors have extensive experience in developing a large ESS. This experience
has led to many interactions with practitioners in gatherings, conferences, and online.
These interactions have served as an informal triangulation that support the findings
presented in this article.

As a constructivist GT approach [33] was followed, we conducted relatively open
interviews. The exploratory nature of the interviews enabled interviewees to comment
on all aspects of the subject under study, independent of the experience of the engineer
with the pattern. Many engineers work on closed-source, commercial systems, which
makes it hard to use documentation or source code in the research. Every interview
was closed with the question if anything important was left unasked, and if they knew
other engineers that we should interview. Often the engineers came with stories and
anecdotes that amplified the discussed topics. The engineers that were referred to us
were all invited to cooperate.

External validity, i.e. generalizability to other cases, can be defended by the multi-
tudes of systems that the engineers have observed and worked on.

As already discussed in Section 3.2, we do not claim to have reached saturation.
Not reaching saturation could leave us open to missing crucial information, or even
using incorrect information. Seven of the interviewed engineers have five or more
years of experience, and we did not find conflicts between their statements and the
other interviews. Together with the experience of the first two authors in developing
ESSs, we believe that our findings are supported by the data.

We have not covered all niches in the software world, so we can not generalize to
all types of systems. However, we do believe that in the domain of business informa-
tion systems, we have sufficient coverage to claim generalizability to other systems
in this domain. Furthermore, we do believe that other domains can be inspired by
our findings in designing event sourced systems. Also, the common occurrence of all
event sourcing evolution techniques in Table 3.7, illustrates that we observed a broad
cross-section of systems in use. Finally, the use of GT has provided us with a reliable
manner of extracting concepts and definitions from the interviews. While this study’s
findings can be generalized to describe event sourced patterns, the research work is
not finished.

3.10 Conclusion

In this article we present a conceptualization of the event sourcing pattern, grounded
in interviews with 25 event sourcing engineers. Event sourcing is a pattern that solves
the three problems that modern systems face. The flexibility that the combination
of event sourcing and CQRS gives decreases the complexity in large systems. The
decrease of complexity enables the development of larger systems that remain main-
tainable. The reliability of the system improves when every state change is stored in a
durable store. It allows engineers to undo state changes that were incorrect, or replay
those state changes after system failures. An improved reliability is essential for sys-
tems that provide increasingly critical processes. Finally, systems that serve increasing
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numbers of end-users benefit from the improved scalability that ESSs systems provide.

These benefits give enough reasons to incorporate event sourcing in modern sys-
tems. This article presents a thorough description of the pattern, including the context
in which it is applied and the consequences that are encountered. The description it-
self is grounded in the experience of 25 engineers, making it a reliable source for both
new practitioners and scientists. We answer the following four research questions in
this work.

What types of systems apply event sourcing, and why? The overview of 19 systems,
given in Section 3.4 and especially in Tables 3.2 and 3.4, show that event sourcing can
be applied in systems of any size: both smaller and larger systems benefit from the
pattern. We studied systems with thousands of events up to and including systems
with billions of events, and according to their engineers all of these systems have
benefited from event sourcing. As E14 states “I have never seen an event sourced sys-
tem that was rewritten to a system with traditional current state storage.” The event
sourcing pattern is not tied to a specific type of application, but is applied in many
different domains, such as marketing, micro-lending, content management and classi-
fied advertising. The systems under study show a strong relation to DDD as a software
development approach. This is partially explained by the fact that event sourcing and
CQRS were invented in the community that grew around DDD. The microservice ar-
chitectural style has a weaker relation (8 out of 19 systems apply it), while CQRS is
used in all these systems. We identify four reasons for event sourcing: audit, flexibil-
ity, complexity, and trending. While a common characteristic of event sourcing is the
immutability of the events, we show that there are three levels of immutability that
can be found in ESSs. The characteristics summarized in 3.2 substantiate that event
sourcing can be applied in a diversity of domains and technologies.

How can event sourced systems be defined? Section 3.5 gives definitions of the
different concepts in event sourcing and event sourced systems. These definitions are
based on our five years of experience in building an ESS, and they are augmented with
the interviews. The experiences of the interviewed engineers add nuance and varia-
tion options to the different concepts, making them reflect the view of practitioners.
Concepts and codes extracted from the interviews scoped our definition: the engineers
provided us with topics to define through the interviews.

How can event sourced data structures be evolved? Five event schema evolution
techniques are discussed in Section 3.7: versioned events, weak schema, upcasters, in-
place transformation, and copy-transform. For every technique the benefits and liabili-
ties as discussed with the interviewed engineers are summarized in Table 3.7. Almost
all engineers have experience with multiple techniques, often combining them in a
single system. As all techniques have their benefits and their liabilities we did not find
a single technique that would be applicable in all scenarios. We conclude the section
with general advice on when to apply specific techniques, and how to combine the
techniques.
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What are the challenges faced in applying event sourcing? Five challenges that the
interviewed engineers experienced are discussed in Section 3.6 and summarized in
Table 3.6. We address the steep learning curve in Section 3.5 by giving definitions and
operations that can be used in discussing and teaching ESSs. Evolution is discussed in
detail in Section 3.7, again using the concepts and operations to explain and character-
ize the different techniques. The other three challenges, lack of technology, rebuilding
projections, and privacy, are presented as a start for a research roadmap. We call for
researchers to further explore these challenges.

The main scientific contributions are found in Sections 3.2 and 3.6. In the research
approach, we aim to inspire future architecture researchers to use similar qualitative
techniques, such as GT, for the explication of architecture knowledge from practi-
tioners. Secondly, a set of research challenges is provided for software engineering
researchers to challenge the knowledge around event sourcing in large software sys-
tems. Additionally, we are excited to define and document such an important software
pattern for the scientific community.

3.11 Interview Protocol

Context related questions

1. Please introduce yourself, the company, the product, and your role in the devel-
opment.

(a) How many years is the system in production?

(b) How many installations are there of the system (single on-premise custom-
made, single cloud SaaS, multiple on-premise customers, ...)?

(c) What is the load on the system in terms of users/ traffic (events?)? Can you
give a rough estimate?

2. Why is event sourcing applied in this software system?

(a) If this decision is already a few years old, is event sourcing still applicable
of would the team decide otherwise with the current knowledge?

3. What is the technology stack?

4. Could you give a summary of the size of the system in terms of event sourcing?
For instance in terms of different stream types, stream instances and number of
events.

Versioning related questions

5. What strategy do you use for event versioning? (Elaborate on the why)
(a) When using weak serialization: How do you deal with not being able to
perform certain operations? Does it bother you, or not?
(b) When using upcasters: How many upcasters are there? What is the longest
chain of upcasters? How do you manage them?
(c) When using in-place scripts: How do you validate the correctness? What
about the audit log, how do you deal with re-writing?
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(d) When using conversion: How long does it take? What about the audit log,
how do you deal with re-writing?

6. Do you need/ want the audit features? (What is the level of immutability?)
7. What is your strategy for the query-side? How do you keep this in sync?
8. How often are new versions released, and who performs the upgrade?
9. What kind of upgrade strategy is used? How do you deploy an upgrade?
(a) Do you have any SLAs based on the domain/product? (such as 24/7, 9 to
5)

Other topics

10. Do you use ProcessManagers/Sagas? Anything special for those?

11. Are you satisfied with the current upgrade and versioning strategy? If not, what
would you like to see differently?

12. What do you see as future challenges of ESSs?
13. Can you apply event sourcing without DDD?
14. What would your approach be to building a huge system?

Closing

15. What did we miss? What should we have asked?
16. With whom should we talk?
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Data Package: Accompanying
Anonymized Transcripts

For the research in Chapter 3 we conducted 22 distinct interviews with 25 engineers.
The interviewed engineers are event sourcing practitioners in the roles of developers,
architects, and product owners.

The interviews were transcribed and interpreted using constructivist grounded the-
ory. The anonymized transcripts of the interviews with 25 engineers on their experi-

ence applying Event Sourcing, with the accompanying classifications are made avail-
able [188].
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API-m-FAMM: a Focus Area Maturity
Model for API Management

Context: Organizations are increasingly connecting software applications using
Application Programming Interfaces (APIs) to share data, services, functionality,
and even complete business processes. However, the creation and management of
APIs is non-trivial. Aspects such as traffic management, community engagement,
documentation, and version management are often rushed afterthoughts.
Objective: In this research, we present and evaluate a focus area maturity model
for API Management (API-m-FAMM). A focus area maturity model can be used
to establish the maturity level of an organization in a specific functional domain
described through a number of areas. The API-m-FAMM addresses the areas Life-
cycle Management, Security, Performance, Observability, Community, and Com-
mercial.

Method: The model is constructed using established methods for the design of a
focus area maturity model. It is grounded in literature and practice, and was
developed and evaluated through a systematic literature review, eleven expert in-
terviews, and five case studies at software producing organizations.

Result: The model is described in detail, and its application is illustrated by six
case studies.

Conclusions: The evaluations are reported on, and show that the API-m-FAMM is
an efficient tool for aiding organizations in gaining a better understanding of their
current implementation of API management practices, and provides them with
guidance towards higher levels of maturity. The detailed description of the con-
struction of the API-m-FAMM gives researchers an example to further support the
available methodologies, specifically how to combine design science research with
these methodologies. Additionally, this studys unique case study design shows
that maturity models can be successfully deployed in practice with minimal in-
volvement of researchers. The focus area maturity model for API Management
is maintained on www. maturitymodels. org, allowing practitioners to benefit
from its useful insights.

This work was originally published in Information and Software Technology, volume 147
(2022), titled ‘API-m-FAMM: a Focus Area Maturity Model for API Management’. It was co-
authored by Max Mathijssen and Slinger Jansen.


www.maturitymodels.org
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4.1 Introduction

In recent years, there has been an increasing demand among organizations to have
access to enterprise data through a multitude of digital devices and channels. This
demand is also increased by the transformation from software product towards a plat-
form, called ‘platformisation’ [193]. Platforms are a vehicle for software ecosystems
and are defined as a set of organizations collaboratively serving a market for software
and services [126]. In order to meet these demands, enterprises need to open up and
provide access to their assets in an agile, flexible, secure and scalable manner [53].
These assets include matters such as raw and cleansed data or functionality that per-
form complex calculations or data processing based on inputs [266]. Access to these
assets may be provided by utilizing Application Programming Interfaces (APIs). De
[53] defines an API as a software-to-software interface that defines a contract for ap-
plications to communicate with one another over a network, without the need for any
user interaction.

As shown by an analysis conducted by ProgrammableWeb [221], known as the
largest directory of APIs, the usage and offering of APIs has evolved from a curios-
ity to a trend since 2005. This observation is further supported by a survey conducted
by Coleman Parkes Research [41], showing that 88% of global enterprises have some
form of an API program. Furthermore, the survey found that respondents experience
a wide variety of benefits from their API programs, including an average increase
in speed-to-market of around 18%. These statistics signal the emergence of the API
Economy, in which organizations are offering access and the ability to recombine their
digital services and products for novel value creation [12]. As a result, by making
their APIs accessible to external or partner consumers, these organizations are able to
reach new markets, enable their business strategy, and drive the creation of new inno-
vative solutions [26]. After an API has been created it needs to be managed so that
developers may easily integrate it into their applications. API management is done by
performing activities such as providing helpful documentation, controlling access to
the API, as well as monitoring and analysing its usage.

Medjaoui et al. [162] list three reasons that make it hard for organizations to im-
prove their API management activities. First, organizations that are performing well
in terms of their API management programs often do not have the time, resources or
personnel to share their experience and expertise with third parties. Secondly, organi-
zations that are careful with regard to the amount of knowledge they share on their
API management expertise might consider their know-how to be a competitive advan-
tage, and will as such not feel urged to make their findings public. Finally, even in
the event where organizations share their experience at public conferences, articles or
blog posts, the information shared is usually company-specific and difficult to translate
to a wider range of organizations’ API programs.

Focus area maturity models (FAMMSs) [235, 236] are an established method to com-
municate extensive domain knowledge. Not only do they contain this knowledge, they
also offer a clear path for organizations to improve their maturity in a certain domain.
In this article we present the API-m-FAMM, a focus area maturity model for API man-
agement. We show that this model improves on existing API management assessment
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frameworks and tools in terms of transparency and availability, and that it can be used
by organizations that expose their API(s) to third-party developers to assess and eval-
uate their degree of maturity with regards to API management. We also extensively
describe the methods that are applied in constructing the FAMM, and improve the
available design methods by providing a concrete and detailed example. Additionally,
explicit attention is paid to support organizations in performing their own assessment
by using a do-it-yourself kit that we created and supplied to organizations.

Section 4.2 provides an overview of existing assessment models for API management
and discusses their strong and weak points. A description of our research approach
is given in Section 4.3, including the detailed steps that were taken to develop the
FAMM. Section 4.4 describes the API-m-FAMM and Section 4.5 discusses how it is ap-
plied in four different companies. The results of these case studies are discussed in
Section 4.6, while Section 4.7 discusses focus area maturity models in general. The
threats to validity are discussed in Section 4.8. Section 4.9 summarizes our findings
and contributions, among which are the previously undefined framework for API man-
agement, a detailed description of the construction of a focus area maturity model
using both an existing methodology as well as tools from design science research, and
finally an example of how we can make focus area maturity models more accessible
by investing in their usability.

4.2 Related Work

In an effort to guide organizations in successfully managing their API programs, a
number of commercial frameworks and tools exist with which organizations may eval-
uate and assess their API management approach and capabilities. In this section these
existing frameworks, tools, models, reports and case studies are summarized and dis-
cussed. The existing frameworks and tools are assessed on several attributes. First
of all we discuss availability, some frameworks are only available commercially and
require extra costs. Secondly we discuss the grounding of the framework, some frame-
works are grounded in scientific literature, others only in experience from an industry
setting, and one framework is grounded in both. Finally we discuss the transparency
of the framework: can we find details on how this framework is constructed. As be-
comes apparent, these frameworks are either not publicly available, transparent or
grounded in academic literature.

Accenture API Management Suite - Based on their experience with implement-
ing API programs, Accenture Technology Labs has developed a Maturity Model for
APIs [251]. The Accenture model consists of 5 maturity levels, and is aimed to-
wards helping organizations identify the maturity of their API management capabil-
ities. These maturity levels are mapped onto five distinct dimensions, which detail
the processes an organization should implement in its journey from API enablement
to industrialization. However, this maturity model fails to address certain core API
management-related processes and capabilities such as versioning, threat protection
and lifecycle management. The model is also quite outdated, and has since been dep-
recated, as it is no longer available on Accenture’s official website. Additionally, in
part due to its industrial foundation and commercial nature, it is unclear as to how
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the contents of this model have been populated.

Endjin Maturity Matrix - This maturity matrix [68] is a tool that was developed to
aid business decision-makers in assessing their organization’s ability to evolve towards
an API-driven business model. The assessment is performed by having the organiza-
tion fill out their perceived degree of maturity related to a set of categories, based on
which practical suggestions for improvement are then provided.

While this maturity matrix comprises a selection of categories that are relevant in
the scope of API management such as governance, documentation and support, it
mainly focuses on strategies and commercial aspects. As a result, many API management-
related aspects such as traffic management and community engagement are missing
from the matrix.

WSO02 Platform Evaluation - In 2015, WSO2 published a whitepaper that describes
digital business goals, outlines API-oriented IT initiatives, and presents API manage-
ment platform requirement categories [271]. Alongside this whitepaper, an evaluation
matrix spreadsheet is provided that details a set of evaluation criteria, which may be
used to evaluate API management platform vendors [102]. In illustrating the disci-
pline of API management, two types of APIs are discerned: naked and managed APISs.
A naked API is considered to be not monitored, managed, secured, documented or
accessible through a self-service subscription portal, a managed API on the other hand
is thought to be actively advertised and subscribable, available alongside a published
service-level agreement (SLA), secured, authenticated, authorized, protected, as well
as being monitored and monetized by using analytics. The whitepaper argues that to
move from naked to managed APIs, the API facade pattern should be implemented,
which enables teams to layer network-addressable endpoints, monitor usage, enforce
usage limits, manage traffic, and authorize consumers. According to WSO2, an API
management infrastructure should guide teams towards best practices with regard to
six main focus areas. However, it is unclear as to whether organizations are supposed
to assign themselves scores, or whether they are assisted by WSO2 in this process.
Furthermore, while a ‘weighted score’ column is included in the matrix, it is unclear
what these weights are based on, or what formula is used to calculate the weighted
scores. Due to the fact that this whitepaper and matrix were written by WSO2, which
is a commercial API management platform provider, organizations are steered towards
selecting the WSO2 platform.

Gamez Gateway Comparison - As part of their work, which seeks to analyze the
API Gateway paradigm and propose a SLA-Driven solution in an API Gateway design,
Gamez Diaz, Fernandez Montes & Ruiz Cortés [89] have compared API management
features offered by various API gateway providers. This collection of providers consists
of 13 Gateways including: 3Scale, Akana API Gateway, API Umbrella, Apiaxle, Apigee
Edge, Axway API Gateway, Azure API Management, CA API Gateway, Mashape, Mashery
API Gateway, Monarch API Manager, Repose and WSO2 API Management. The afore-
mentioned gateways were compared as based on a set of features such as Security,
Pricing plans support, and Lifecycle Control. Confusingly, in their work, Gdmez Diaz,
Fernandez Montes & Ruiz Cortés [89] use the terms ‘API gateway’ and ‘platform’ in-
terchangeably. As a result, it is unclear whether the intention of the authors was to
analyze features offered by the API gateway component, which is one of the main ar-
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chitectural components offered by the listed API management platform providers, or
features provided by the platforms as a whole. Moreover, the set of features the afore-
mentioned API gateways are compared on is very limited when compared to work on
API management by authors such as De [53].

Broadcom Playbook - In order to promote their API management platform, called
Layer7, Broadcom has employed CA Technologies to compose an ’API Management
Playbook’ [27]. This playbook is targeted towards helping its readers comprehend
the various reasons for API’s importance in business, the API lifecycle and its rela-
tion to API management, the essential capabilities of an API management solution,
and the features offered by the Layer7 platform. An evaluation method is presented
which considers API management capabilities based on a collection of 13 use cases, or
‘plays’. These use cases are broadly classified as having the goal of: API integration
and creation, security, mobile and internet of things (IoT) development acceleration,
and unlocking the value of data.

It is clear that even though this work presents an useful overview of API manage-
ment capabilities, this overview directly matches the features offered by the Layer7
solution. As such, it may be concluded that the main purpose of this work is to con-
vince and attract potential customers to Broadcom’s platform. Furthermore, due to
the commercial nature of this document, it cannot be considered transparent in the
sense that the source of the presented information is not known.

Accenture Advisory Report - In addition to their maturity model, Accenture has
also published a consultancy report in 2019, advising banks on how to implement API
management [150]. Even though this report is specifically focused on the banking
sector, and as a whole may thus be difficult to generalize and apply to other sectors, it
contains several frameworks, figures and models that are related to this study.

The presented capability overview may be utilized by organizations seeking to im-
plement API management processes, or may aid them in identifying API management
platform capabilities that cater towards their needs. Furthermore, considering the
aforementioned pillars are described in great detail and provide clear-cut guidelines
for organizations to follow, this advisory report may be beneficial to organizations
wishing to implement API management. However, when compared to the earlier
described maturity models and frameworks, it may be difficult for organizations to
self-assess their degree of maturity concerning API management.

Gartner Guidance Framework - Published by Gartner in 2019 [93], this report
is similar to those published by WSO2 and CA Technologies. It is aimed towards
assisting technical professionals in selecting an appropriate API management platform.
The general outline and structure of the framework are visible by reviewing the table
of contents. Judging from this outline, it may be concluded that the framework is
grounded in literature, using De [53]’s work on API management as a foundation.

Devoteam Case Study - On their website, a Dutch company called Devoteam sum-
marizes a case study in which the implementation of an API management platform at
a large organization, Liberty Global, is described [57]. As part of this case study, the
case organization is described to have initially implemented an API gateway, which is
argued to be an incomplete solution when compared to an API management platform.
Furthermore, the organization required API management capabilities such as devel-
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oper and partner onboarding, lifecycle management, documentation and testing, and
analytics, which Devoteam [57] does not consider to be capabilities that are typically
provided by an API gateway.

In order to recommend an appropriate API management platform to the case com-
pany as based on their needs, an ‘integration cookbook’ was created, documenting the
principles and guidelines for the usage of the API management platform and the differ-
ent integration patterns. Unfortunately, similarly to the earlier described framework
by Gartner, this cookbook is not publicly accessible. However, Devoteam [57] men-
tions that it comprises policies that range from security policies, such as OAuth 2.0,
OpenID Connect, basic authentication and IP whitelisting, to operational policies and
monitoring and auditing policies. Judging from this information, it seems as though
this cookbook primarily focuses on strategy, governance, and API management vendor
evaluation and comparison. Due to its commercial nature however, it is unknown as
to how this cookbook was created, whether it is able to be used to assess an organiza-
tion’s degree of maturity with regards to API management, or how complete it is.

A summarizing comparison matrix is presented in Table 4.1, which compares the
artifacts. From the discussions of the different frameworks it becomes clear that the
frameworks and tools either have a different goal (support consulting or platform
selection), are not complete (missing capabilities), are not publicly available, or are
not transparent in their construction. Our model combines the goal of evaluation
and knowledge sharing, is publicly available, is transparent in the construction of the
model, and describes the complete set of capabilities and practices for API manage-
ment.

4.3 Research Approach

As discussed in the previous section, organizations that employ API management ac-
tivities have no tools or frameworks at their disposal with which they may evaluate
and improve upon their business processes regarding the topic of API management,
that are publicly available, transparent, and grounded in both literature and industry.
Despite growing interest in the topic of API Management in industry, more research
is needed in order to fill knowledge gaps and identify best practices regarding the
subject. Based on this problem statement the following research question is formu-
lated, ensuring this research succeeds in achieving its goals. How can organizations
that expose their APIs to third parties evaluate their API management practices?

Maturity models have been developed for organizations to use as an evaluative
and comparative basis for improvement, in order to derive an informed approach for
increasing the capability of a specific area within an organization [25]. Moreover, ma-
turity models have been designed to assess the maturity of a specific domain based on
a set of criteria, and are a proven tool in the creation of collections of knowledge of
practices and processes about a particular domain [14]. Maturity models consist of
a sequence of maturity levels for a class of objects, which typically include organiza-
tions or processes. The aforementioned sequence represents an anticipated, desired,
or typical evolution path of these objects as discrete stages [196]. In order for an orga-
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nization to progress along this path, criteria and characteristics relating to capabilities
or process performance are included which need to be fulfilled to reach a particular
maturity level. The lowest stage of this path represents an initial state that may be
characterized by an organization having little capabilities with regard to the domain
under investigation. Organizations whose capabilities are of the highest maturity are
located at the highest stage. Maturity refers to being well equipped to fulfill a purpose,
i.e. having a higher level of sophistication, capability, or availability of specific charac-
teristics [167]. To appraise an organization’s maturity, maturity models are commonly
applied to assess the as-is-situation regarding the given criteria, so that improvement
measures may be derived and prioritized [119].

As De Bruin et al. [54] and Steenbergen et al. [236] argue, the most well-known ma-
turity model within the field of Information Systems is the Capability Maturity Model
(CMM) from the Software Engineering Institute [190]. Studies have shown that since
its inception, the CMM has inspired the development of hundreds of subsequent ma-
turity models. These maturity models are aimed at a wide variety of domains and
topics, including, for example, project management [45], corporate data quality man-
agement [114], service integration [8], and offshore sourcing [30]. Another example,
which has been discussed in Section 4.2, is Accenture’s APl management maturity
model [251].

An improvement over the maturity model is the Focus Area Maturity Model
(FAMM) [235, 236]. A FAMM allows a flexible number of maturity levels and assesses
the maturity per focus area which results in a more detailed evaluation. We follow
the meta-model of FAMMs as presented by Jansen [125] (shown in Figure 4.1), his
work describes the development of a FAMM for the functional domain of software
ecosystem governance. The functional domain is described by the set of focus areas
that constitute it. Each focus area is composed out of a set of capabilities, which in
the case of the API-m-FAMM are defined as the ability to achieve a goal related to API
Management through the execution of two or more interrelated practices. Together,
these practices and capabilities form the focus areas which describe the functional do-
main of which API management is composed. A practice is defined as an action that
has the express goal to improve, encourage, and manage the usage of APIs. Each indi-
vidual practice is assigned to a maturity level within its respective capability. In order
to establish an organization’s degree of maturity with regard to the functional domain,
the organization is asked to answer assessment questions linked to the capabilities
the maturity matrix consists of. Based on the results of this maturity assessment, the
organization is then guided towards incremental development of the domain, through
a set of improvement actions with regard to the (missing) capabilities.

We apply the design methodology of Steenbergen et al. [235] and De Bruin et al.
[54] in constructing our FAMM. The development of the FAMM is done in five phases:
Scope, Design, Populate, Test, and Deploy. These phases are executed through a Sys-
tematic Literature Review (SLR), expert interviews, case studies, and numerous dis-
cussions among the authors. Every phase concluded with the authors discussing the
state of the model until consensus was reached on its contents and structure. This was
done using online Card Sorting [175], with Google Drawings as a tool. In the Scope,
Design, and Populate phases, the input for these discussions primarily consisted of the
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Figure 4.1: The meta-model of focus area maturity models as used in this research.

practices found in the different sources. The authors used card sorting to categorize
these practices into capabilities, and to categorize the capabilities in areas. The var-
ious sources were used as inspiration for the discussions. During the Test phase the
experts were also asked to comment on these categorizations. Comments that were
deemed to be correct were then integrated into the model. Practices were assigned to
a maturity level based on the ordering of practices within a capability and identified
dependencies. In every phase we identified dependencies between the different prac-
tices. When a practice depends on a practice with maturity level [, the practice itself
should have at least maturity level [ + 1.

Figure 4.2 shows which methods were used in each phase, linked to the different
intermediate versions of the API-m-FAMM. We use these versions to reference a cer-
tain point in the construction of the model. A full description of the changes made
during the different phases is available through the source data [159]. The source
data also details the dependencies between the different practices. This document
was published at different points: v1 of the source data corresponds with v0.2, v2 of
the source data with v0.3, v3 of the source data with v0.4, and v7 of the source data with
v1.0.

The initial model (v0.1) used the work of De [53] as a starting point. Next a
SLR [158], based on the methodology developed by Okoli [176] and guidelines com-
posed by Kitchenham & Charters [138], was used to further design and populate the
model (resulting in version v0.2). In this SLR a comprehensive overview of literature
related to API management was collected. This was accomplished by entering a series
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Figure 4.2: The steps executed in construction and the different intermediate versions of the
API-m-FAMM.
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of relevant keywords in a list of scientific libraries, resulting in the extraction of an ini-
tial collection of 5152 books, research papers, theses and white papers. After having
applied a set of inclusion and exclusion criteria, as well as removing duplicates, this
collection was narrowed down to 43 published works. Next, the features API Manage-
ment consists of were identified and extracted in the form of practices and capabilities
from the complete body of literature. As a result of scanning and coding the body of
included literature, 39 capabilities were identified and extracted. Among the 32 pa-
pers that were found to contain at least one practice or capability, 114 practices were
identified and extracted.

To ground the model in both academic literature and industry experience two extra
sources were used to construct the model. The collection of practices and capabilities
resulting from the SLR are verified by using information gathered from grey literature,
which includes white papers, online blog posts, websites, commercial API management
platform documentation and third-party tooling (resulting in version v0.3).

Furthermore, experts on this topic are consulted to verify that the contents of the
API-m-FAMM are complete and correct. To ensure that the selected experts are expe-
rienced and knowledgeable regarding the subject a purposive sampling technique is
used, which refers to the deliberate choice of a participant due to the qualities the
participant possesses [73]. The process of expert selection and interviews is visualized
in Figure 4.3. Potential participants were identified and contacted through the usage
of the partner network of AFAS Software (the company where the first and second
authors are employed at). Additional potential participants were identified and con-
tacted through the usage of the professional network of the authors. Furthermore,
potential participants on both the API provider and consumer side are contacted. This
ensures that knowledge stemming from both perspectives of API management is incor-
porated into the API-m-FAMM.

In order for the expert interviews to produce useful results, participants should be
experienced and knowledgeable with regard to the topic of API management. As such,
participants should adhere to the following requirements:

1. potential participants must indicate to be knowledgeable on a minimum of two

out of the six focus areas of the API-m-FAMM,;
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Figure 4.3: The process of expert selection explained. First we selected possible experts based
on the author’s professional network and the case company’s partner and customer network.
While 50 experts were invited, eleven experts responded to the survey. We selected nine experts
by applying our selection criteria and interviewed them using v0.3 of the model. The results
of these interviews were integrated in v0.4. From the nine experts we selected three experts to
conduct extra conformation interviews. The results of these interviews were integrated in v0.5.

2. potential participants must have a minimum of 3 years of experience with ei-
ther consuming, developing, integrating, providing, versioning, monitoring or
managing APIs;

3. potential participants must be working at an organization as an architect, devel-
oper, engineer, or product owner as part of a team working with APIs, or as a
CTO, IT consultant or any comparable role.

In order to establish whether the potential participant satisfies the first requirement, a
short preliminary survey is sent out, requesting the potential participant to indicate the
degree of knowledge they possess with regard to the topic. 50 potential participants
were contacted through e-mail. The survey was sent together with a shortlist describ-
ing all the main elements that are contained in the API-m-FAMM, accompanied by a
description (based on version v0.3). After having read these descriptions, potential
participants are asked to denote their knowledge of the individual subjects through
the use of 5-point Likert scale questions. In order to verify the second and third re-
quirement, potential participants are asked to fill out their experience and current
role within their organization. Then, if the potential participant passed all imposed
requirements for participation, participants were asked to read an information sheet
and sign an informed consent form.

The sampling process resulted in the selection of nine experts, who are presented in
Table 4.2 (two respondents were excluded based on the knowledge assessment). This
ratio may seem high at first glance, but considering only one or two focus areas were
discussed during an expert interview, it was deemed to be unnecessary for participants
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Interviewee Experience Hours S & 5 = & S
API Evangelist 10+ 1 v v
CEO4 10+ 1.5 4
CEOp 10+ 5.5 v v/
Engineer 10+ 1 v 7/
IT Consultant 10+ 3.5 v /7 v
Product Manager 6 3 v
Lead Engineer 5 10+ 1 v 7/
Lead Engineerg 10+ 1 v /
Lead Engineerc 5 1.5
Total N/A 19 3 3 3 3 3 3

Table 4.2: Interviewees and the current role they fulfill within their organization, as well
as the years of experience they have with either consuming, developing, integrating, provid-
ing,versioning, monitoring or managing APIs. Additionally, it is shown which focus areas were
discussed with interviewees, as well as the duration of the interviews.

to be knowledgeable on more than two focus areas as only those particular focus areas
were included for discussion during interviews. Based on an interviewee’s knowledge
regarding the six focus areas the API-m-FAMM consists of, one or more focus areas
are selected for evaluation. Focus areas were evaluated through eleven interviews,
which resulted in each focus area being evaluated three times. These interviews were
subsequently transcribed and processed to incorporate all comments into the FAMM.

During the interviews, which are semi-structured in nature, the API-m-FAMM in
its entirety is first presented to the expert. Next, the focus area that is selected for
evaluation and each capability it comprises of is described. Then, all practices these
capabilities consist of are elaborated upon. For each capability, experts are asked
whether they are familiar with it and whether they believe it is assigned to the correct
focus area. Similarly, experts are asked whether they are familiar with each practice,
and whether they believe it is assigned to the correct capability. Additionally, they are
asked whether they can identify any dependencies with regard to the implementation
of other practices. After having answered these questions for a capability and the
practices it comprises, experts are asked to rank practices in terms of their perceived
maturity and complexity for each capability. This ranking exercise is performed by
using the same card sorting technique that was used to initially structure the API-
m-FAMM (via Google Drawings). Figure 4.4 shows an example ranking result of a
single capability. These results are analyzed and combined with any implementation
dependencies to create a final ranking of the practices (resulting in v0.4 of the FAMM).

The resulting version of the FAMM was evaluated through a second cycle of unstruc-
tured interviews with three experts originating from the same sample of experts that
were interviewed during the first evaluation cycle: Product Manager, IT Consultant,
and Lead Engineer o. These experts are knowledgeable on a large number of areas
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Figure 4.4: Ranking of practices in the capability Logging (intermediate practices are shown as
an intermediate version was used during the interviews) as done by the experts.

and based on that criteria were asked to participate in the second evaluation cycle.
During these interviews the changes made to the FAMM were discussed and confirmed
(resulting in v0.5 of the FAMM).

Finally the model was deployed in four companies, by evaluating five different soft-
ware products. As a result of the case studies the model was changed by removing one
practice and improving the descriptions of three other practices. This resulted in v1.0
of the API-m-FAMM. The contents of the API-m-FAMM are discussed in Section 4.4,
and the case studies are described in Section 4.5.

4.4 The API Management Focus Area Maturity Model

The previous section motivates the usage of the focus area maturity model as an ar-
tifact to capture the functional domain of API management, and describes the meth-
ods used in constructing it. This section introduces the API Management Focus Area
Maturity Model and its contents: the API-m-FAMM.

The scope of the API-m-FAMM is the domain of API management: the API-m-FAMM
aims to support organizations that expose their API(s) to third-party developers in
their API management activities. Based on the SLR API management is defined as an
activity that enables organizations to design, publish and deploy their APIs for (external)
developers to consume. However, three adjustments are made to the scope of the API-
m-FAMM with respect to this definition.

First, considering that a prerequisite for performing APl management as an activity,
is for an organization to already have designed and created an API, the actual design
and creation process of APIs itself is excluded from the API-m-FAMM. These processes
overlap with software engineering in general and would require the inclusion of capa-
bilities such as agile software development and test-driven development. In contrast
however, the publication, maintenance, and deprecation (which are contained in the
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API lifecycle) of APIs are included in the scope of the API-m-FAMM, considering that
these are concerned with capabilities such as lifecycle management, developer enable-
ment, security, and analytics.

Second, the management of internal APIs is not explicitly targeted with the API-
m-FAMM, in contrast to the management of partner and public APIs. Capabilities
such as developer enablement, security and analytics are of lesser importance with
regard to managing internal APIs, considering that these APIs are exclusively used
for internal app integration and development. However, the case studies (discussed in
Section 4.5) show that the API-m-FAMM still proves to be useful for such organizations
wishing to incrementally improve upon capabilities such as lifecycle management, and
performance of their API(s).

Finally, the API-m-FAMM seeks to provide practitioners with incremental capability
improvements that are tool-, technology-, and platform-independent. For example,
there are many tools that organizations may utilize to implement monitoring, com-
munication, and support capabilities. In the same vein, capabilities regarding traffic
management or security, such as authentication, authorization, and threat protection,
may be relatively straightforward to implement through the use of commercially avail-
able gateway or management platform solutions. However, some organizations may
opt to develop these solutions in-house, or may not wish to use such solutions for a va-
riety of reasons. To ensure that the API-m-FAMM is generalized for both these types of
organizations, comparisons between specific tools or management platform solutions
are excluded from the scope of the model. An example of practices that were removed
because of this are Visual Data Mapping, which is exclusively provided by the Axway
API management platform ! and Error Handling, which is implementable through the
use of the Apigee platform 2. Another example is the practice Standardized Autho-
rization Protocol, which was initially included as OAuth 2.0 Authorization, but was
renamed with a referral to the OAuth 2.0 protocol being included in its description
instead.

As discussed by De Bruin et al. [54], the design phase explains how the needs of
the intended audience are met through answering the why, how, who, and what ques-
tions. The ‘why’ for the API-m-FAMM is that its main goal is to assist organizations
that (plan to) expose their API(s) to third-party developers to assess and evaluate their
degree of maturity with regard to their API management capabilities. The ‘how’ is that
organizations can utilize the API-m-FAMM to assess their as-is situation with regards
to their API management capabilities, and then subsequently incrementally improve
upon these capabilities by implementing practices that are of a higher maturity. The
‘who’ involved in applying the API-m-FAMM may vary across organizations, depend-
ing on characteristics such as their size in terms of employees involved in the API
program, number of exposed APIs, and the degree of incoming traffic. For example,
for a small organization that exposes one mildly popular AP], it is likely that a small
number of employees are familiar with the API program and the activities involved in
managing it. These employees may then utilize the API-m-FAMM to assess the as-is sit-
uation, and then use the model as a road map to incrementally implement capabilities

Thttps://www.axway.com/en/products/api-management
2https://cloud.google.com/apigee/api-management?hl=nl
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and practices to reach a higher level of maturity. In contrast, a large organization that
exposes multiple, popular APIs that generate large loads of traffic, is likely to employ
multiple development teams, product owners and designers who are involved with the
API program. In this case, it is unlikely that a solitary employee or a small group of
employees will be able to assess the current as-is situation of the API program. Instead,
information for this assessment will have to be extracted through meetings with em-
ployees from varying teams and backgrounds who are involved in the various aspects
of API management, such as community engagement, security measures, monitoring
capabilities, and lifecycle management. Alternatively, consultants with a thorough un-
derstanding of API management and the API-m-FAMM may be able to apply the model
by conducting interviews with all relevant stakeholders involved in the organization’s
API program. The ‘what’ that can be achieved through the application of the API-m-
FAMM is an insight into the current maturity of an organization with regards to its
API management capabilities, as well as a path to incremental implementation and
improvement of more mature, specific practices.

The API-m-FAMM, based on the SLR, the expert interviews, and case studies, is
presented in Figure 4.5. Detailed descriptions, preconditions, and reference literature
can be found in the source data [159]. The FAMM consists of six focus areas, 20
capabilities, and 80 practices. The highest maturity level is 10.

During the expert interviews, part of the Test phase (see Figure 4.2), an interim ver-
sion of the API-m-FAMM, was measured on four criteria using Likert scale questions:

+ Operational Feasibility: How likely do you think it would be that an organi-
zation would actually use the API-m-FAMM in practice to evaluate and improve
upon their API management related processes?

+ Ease of Use: How easy do you think it would be to understand the API-m-
FAMM'’s content and use it to self-assess and evaluate your organization’s matu-
rity in API management?

+ Usefulness: How useful do you think the API-m-FAMM would be in providing
you and your organization with valuable and interesting insights in your organi-
zation’s API management related processes?

+ Effectiveness: How effective do you think the API-m-FAMM would be in helping
you and your organization improve on their API management related processes?

The results of this interim evaluation are listed in Table 4.3. These results should be
prefaced by a few initial remarks. Firstly, it should be noted that during the interviews,
an intermediate and unfinished version of the API-m-FAMM was presented to experts.
One of the implications of this is that maturity levels were absent from this version
of the model. Because of this, experts often found it difficult to envision what the
final version would look like, as well as to properly judge its ultimate capabilities and
potential for helping an organization in improving their API management maturity.
Additionally, only one or two of the six focus areas the model consists of were selected
for discussion, which, in some instances, impaired experts ability to grasp the API-m-
FAMMs scope as a whole on a conceptual level. Furthermore, the descriptions given
for the focus areas, capabilities, and practices during the interview were summarized
and shortened. Lastly, the experts had not familiarized themselves with the contents
of the API-m-FAMM prior to the interview taking place.
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Operational
Feasibility
Ease of Use
Usefulness
Effectiveness

Expert

API Evangelist
CEO4

CEOp

Engineer

IT Consultant
Product Manager
Lead Engineer 4
Lead Engineerpg

AW DA PADNDPPDODDW
W N W SADNDDADNDWNDN
g A U WWNs W DN DN
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Lead Engineerc

Average 3.4 2.8 3.9 3.8
Std. Dev. 0.68 0.62 0.74 0.63

Table 4.3: The rankings given by the experts in response to the questions corresponding to the
four evaluation criteria, as well as their averages and standard deviation.

Still the experts generally responded positively to the model, and expressed interest
in using it in practice to evaluate their organization’s API management related pro-
cesses and assess their API management maturity. For example, Product Manager
concluded the interview with the following remark: “I think this - the API-m-FAMM -
is a very thorough analysis. You have made a very nice overview that can help organi-
zations with deciding what and when they have to do if they start with an APIL If they
want to bring something to the market quickly, this helps them realize they must first
have implemented the processes on the lower levels, and have to start small. Actually, for
many organizations that already have an API or want to start building one, this is the
roadmap they should follow for a good API strategy.” The evaluation criteria as stated
earlier should be interpreted as how the expert thinks the final model will score. These
scores are no proof of the actual effectiveness or usefulness of the model, but an indi-
cation of how the model will be received by industry in the future. In this phase the
criteria are used as marketing research: how likely will the API-m-FAMM succeed in

industry.

4.5 Case Studies

The case studies, as described in Section 4.3, are evaluative in nature and are aimed
at determining to what degree the API-m-FAMM succeeds in aiding an organization in
evaluating and improving upon their API management related business processes in
practice. This corresponds with the Deploy phase of the design of the maturity model.
The API-m-FAMM is evaluated with an embedded case study at the company the first
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and second author are employed at, and through case studies at four different com-
panies. Data resulting from the application of the API-m-FAMM is collected through
an Excel spreadsheet. Finally, participants evaluated the API-m-FAMM on the same
criteria that were employed as part of the first evaluation cycle. These processes are
part of the case study protocol that is used in conducting the case studies.

The main objective of the case study is to determine to what degree the API-m-
FAMM succeeds in aiding an organization in evaluating and improving upon their
API management related business processes in practice. The selected organizations
were provided with a visual copy of the API-m-FAMM, as well as a copy of the source
document describing the focus areas, capabilities, and practices the model consists
of in detail. Considering that the API-m-FAMM was previously presented to selected
participants as part of the first evaluation cycle, they were already informed with
regards to the focus of this research as well as the purpose and structure of the API-
m-FAMM. After having familiarized themselves with the contents of the API-m-FAMM,
participants are asked to assess their maturity by filling out whether each practice has
either been or is:

+ Implemented: the practice has currently been implemented in the organization.

+ Implementable: the practice has not been implemented, but in theory is imple-
mentable. Depending on the organizations needs and plans, the practice will
either be implemented in the short-term, long-term, or not at all.

+ Not applicable: the practice has not been implemented, and is not applicable
as it will most likely never be implemented. This may be due to a number of rea-
sons. For example, the practice may not be of added value, or not desirable for
the organization to implement because it does not align with the organizations
goals, vision, or needs.

Lastly, participants are asked to fill out a short survey consisting of a series of ques-
tions that are similar to those that were asked as part of the expert interviews during
the first evaluation cycle. The main difference is that during the expert interviews, the
questions were phrased future tense due to the API-m-FAMM not being completed yet,
while during the case studies the questions were posed in past tense. The purpose of
these questions is for the participants of the case study to evaluate the API-m-FAMM
with regard to its operational feasibility, ease of use, usefulness, and effectiveness. These
questions are aimed at determining the degree to which the the API-m-FAMM has
succeeded in aiding the participating organization in evaluating and improving upon
their API management related business processes in practice.

For the embedded single-case study, the API-m-FAMM is applied to two software
products that are developed by AFAS Software. Within this case company, the API-
m-FAMM was deployed and evaluated with two development teams that are working
on two separate software products. Afterwards the evaluation was discussed with the
teams as well. We discuss these two products and the highlights from the assessment.

AFAS Software is a Dutch vendor of ERP software based in Leusden, the Nether-
lands. Additionally, AFAS has offices in Belgium and Curacao. The privately held
company currently employs over 500 people and generated 191 million of revenue
last year (2020).
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AFAS Profit - AFAS’ main software product is Profit, which is an ERP package consist-
ing of different modules such as Fiscal, Financial, HRM, Logistics, Payroll, and CRM.
Currently, this product has over 2 million users across over 11.000 small, medium and
large organizations. AFAS Profit provides customers with two APIs: a REST API and
a SOAP API. Both of these APIs offer the same functionalities, and customers may de-
cide on using either of these depending on their preferences. These APIs are called
about 500 million times a month. Furthermore, standard connections with external
software products and applications that utilize these connectors, from organizations
with which AFAS is partnered, are offered through AFAS’ partner portal.

With regard to Lifecycle Management the interviewees have marked Implement Mul-
tiple API Versioning Strategy as not applicable. During the discussion they explained
that this is due to the fact that the version of the connectors is directly tied to the
version of the application itself. However, in the event of changes, the consumers had
to be notified and plan the required changes. In order to notify consumers of updates,
Profit publishes release notes describing general updates made to the product as well
as specific updates made to the connectors.

Only a few practices from the Commercial focus area have been implemented. Con-
sumers are to adhere to a SLA, which contains agreements on fair use, time-out poli-
cies, and uptime guarantees. Furthermore, no strategy for monetizing the APIs is
employed considering that this is already done indirectly through the product’s licens-
ing.

AFAS Focus - Currently, AFAS is developing a new version of its ERP software, which
is called Focus. This product shares nothing in terms of the technology and codebase
used with AFAS Profit, and is cloud-based as well as generated by using the ontological
model of an enterprise as input. Considering that since the time development first
commenced some modules such as Financial have been developed, AFAS is currently
in the process of transferring customers from the current Profit product to Focus. AFAS
Focus only supports REST APIs, which support both the XML and JSON data formats.
The endpoints are described using the OpenAPI specification and make use of the
OAuth application token flow for authentication. The current size and state of AFAS
Focus encompasses about twenty available endpoints, which are directed at a few
specific integrations. In the future this number will increase as Focus continues to
grow and branch out to more partners.

As AFAS Focus is not yet mature, a number of areas are not yet relevant. While
groundwork for Community is done, there is not yet a community that needs to be
supported. This also results in the underdevelopment of the Commercial area. The
number of customers do not yet pose strong demands on Performance, resulting in a
number of advanced practices not being implemented.

The remaining case studies are conducted with multiple organizations. These or-
ganizations were partly selected by contacting the experts that were previously inter-
viewed as part of the first evaluation cycle. Furthermore, other organizations were
selected through the utilization of the network of the authors. Please note that the
names of some of these organizations are anonymized. Explicit consent to include the
name of the organization was obtained from those that are not.
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ConsultComp - ConsultComp is a multinational professional services network, is
one of the Big Four accounting organisations, and is among the largest professional
services networks in the world by revenue and number of professionals. ConsultComp
provides audit, consulting, financial advisory, risk advisory, tax, and legal services with
over 300.000 professionals globally. Aside from these services, the organization also
develops software products for customers, which are developed in-house in their office
in the Netherlands. The team involved in developing these products utilizes internal
APIs, third-party service integrations to access data from service providers, and is also
in the process of starting to expose (partner) APIs to customers.

In the scope of the Lifecycle Management focus area, the internal API is versioned
using the evolutionary versioning strategy. Considering that the organization’s API is
exclusively used internally, practices corresponding to Update Notification are not im-
plemented. Noticeably, a large part of the practices corresponding to the Security focus
area have been implemented. In order to authenticate internal consumers of the API,
an authentication protocol along with the SSO method is used. Furthermore, all prac-
tices belonging to Threat Detection & Protection and Encryption have been implemented
to further secure the product. Virtually all practices belonging to the Community and
Commercial focus areas have been marked as not implemented or not applicable. Sim-
ilarly to capabilities such as Update Notification and parts of the Traffic Management
and Analytics, this is logical considering that in the current case of an internal API,
there simply is no community surrounding it to manage as of yet.

Exact - Exact is a multinational organization that provides ERP software and was
founded in the Netherlands. Apart from their headquarters in the Dutch city Delft,
Exact also has offices in 20 other countries, and currently employs over 1850 people
and annually generates 209 million of revenue. Exact provides customers with var-
ious products, such as an integrated ERP package, and a package that incorporates
modules that are targeted towards CRM, HRM, and workflow management. Exact’s
main software product that is offered in the Netherlands and Belgium is called Ex-
act Online, which is a package consisting of modules such as accountancy, CRM, and
project management. This SaaS product currently has over 500.000 users and is fully
internet-based. Exact Online provides customers with two main API types: a REST API
and an XML API. These APIs comprise a range of endpoints that combined are called
about 700 million times a month.

All practices belonging to the Lifecycle Management focus area have been marked as
Implemented. Both versioning strategies are marked as implemented, as well as the
deprecation protocol and backward compatibility checking practices. The product is
also mature with regard to update notification, with the exception of announcing an
API versioning schedule. Similarly, most practices in the Security focus area have been
marked as implemented, including conducting security reviews: over the course of
the past few years, Exact has conducted security audits at 2000 organizations. Fur-
thermore, Exact’s Zero Trust Network Architecture is implemented through a third
party platform. Consumers of Exact Online are provided with an extensive SLA, which
contains elements such as uptime guarantees, fair use policies, and agreements on
rate and data limiting. Furthermore, while access to the product as a whole is mon-
etized through monthly licensing fees, no monetization model that specifically and
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exclusively applies to the APIs is used.

Uber - Uber is a large-scale multinational technology organization that was founded
in the United States. It provides multiple services, such as ride-hailing, food delivery
(Uber Eats), and package delivery. Uber is estimated to have over 93 million monthly
active users worldwide. In 2012, Uber established its international headquarters in
Amsterdam, the Netherlands. Here, among other things, development teams are re-
sponsible for optimizing the performance and scalability of the public API that is pro-
vided by the organization, as well as developing new functionalities.

In terms of the Lifecycle Management focus area, nearly all practices have been imple-
mented. The organization is able to version their APIs using the evolutionary strategy,
as well as the multiple API versioning strategy. To this end, Uber also has a deprecation
protocol and backward compatibility checking methods in place. Furthermore, mecha-
nisms to provide consumers with information regarding updates to the API are in place,
with the announce versioning schedule practice being planned for implementation in
the foreseeable future. Most practices have been implemented for the Performance
focus area. Considering that Uber is a large-scale multinational organization, this is
to be expected. Regarding Resource Management, the organization has implemented
advanced scaling methods, considering that automatic scaling takes place when cer-
tain resource thresholds are exceeded. Furthermore, Uber has runbooks in place that
detail what course of action should be taken when the scaling strategy fails. Addi-
tionally, considering that the organization has various data centers that are located in
different continents and countries, there are failover policies in place which allow the
organization to mitigate outages.

The overall results of the case studies are presented in Table 4.4, showing the num-
ber of practices that are implemented for each capability. Consequently, this means that
the other implementation categories (implementable, and not applicable) are not taken
into account in this overview. Furthermore, before discussing these results, it should
be noted that the percentages representing the average amount of practices that are
implemented in each focus area should be interpreted in an indicative manner, as some
practices may encompass a much larger amount of work than others. Moreover, some
case companies vary heavily in terms of their vision, size, usage of APIs, and goals. For
example: Uber, AFAS Profit and Exact may be roughly classified as large and mature
organizations that have been exposing public or partner APIs for a long period of time,
which is reflected by the observation that these organizations have implemented the
majority of practices for most focus areas. ConsultComp is also a large organization
in size, but the product that was evaluated has only been utilizing internal APIs for a
short period of time. Hence, some focus areas are largely irrelevant within the scope
of this product. Similarly, the AFAS Focus product has been utilizing partner APIs for a
relatively short period of time and is currently in the process of expanding the services
it provides as well as the assets it exposes. Due to the current scale of the product and
the stage of development it is in, some practices are currently not yet necessary to be
implemented.

First, it was observed that some practices are mutually exclusive. This phenomenon
may be observed in the Authentication capability, where in some cases the Implement
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Basic Authentication has been marked as not applicable when the Implement Authenti-
cation Protocol had been marked as implemented. This is indeed a logical result, con-
sidering that only one method of authentication is necessary. Similarly, such choices
are also observed between the Implement Interactive API Console and Provide Sandbox
Environment Support practices.

Secondly, it may be observed that the mature organizations (Uber, Exact and AFAS
Profit) as a whole have implemented the majority of practices across most focus areas.
This is particularly the case for Lifecycle Management, Security, Performance, Obsery-
ability and Community. However, the AFAS Profit product forms an exception to this
observation, considering the relatively high number of practices that are not applicable
and implementable. The practitioners noted that practices that have been marked as
such have been discussed internally in the past, and were concluded to not be desir-
able to be implemented due to them not aligning with the prevalent vision and goal
of the product.

Thirdly, we observe that within the earlier mentioned focus areas, some practices on
the higher end in terms of maturity are often not implemented across the board, such
as Announce Versioning Roadmap, Implement Predictive Scaling, and Prioritize Traffic.
This is supportive evidence for these practices having high maturity levels. Further-
more, in most cases such practices were marked as implementable, signalling that or-
ganizations that have done so are interested in implementing these practices in the
future. It should be noted however, that the time-span in which organizations plan on
implementing such practices may vary greatly.

Lastly, a common trend that may be observed across all organizations is that the
Commercial focus area is underdeveloped. In particular, this is the case for the Mone-
tization Strategy capability, considering that no organization has marked any of these
practices as implemented. However, the practitioners at Exact have expressed interest
in implementing a monetization strategy in the future. Specifically, the practitioner at
Exact mentioned that he expects that monetization for APIs will become increasingly
more common in the future, and that he suspects that large-scale organizations that
expose high-traffic public APIs already monetize their APIs. However, no concrete
evidence of this has been found as part of this case study and its participants.

The practitioners experienced the usage of the API-m-FAMM in a positive manner.
As can be seen in Table 4.5, the ease of use, usefulness, and effectiveness, were all ranked
with an average score of 4 or higher. This supports the usefulness and effectiveness
of the API-m-FAMM in achieving its goal of aiding organizations in assessing their cur-
rent maturity in API management and guiding them towards achieving higher levels of
maturity. However, the average score attributed to the API-m-FAMM'’s operational fea-
sibility is notably lower when compared to the other criteria. In particular, the scores
given by practitioners corresponding to the AFAS Focus and Profit products are among
the lowest. This may be explained by the fact that the AFAS Profit product is almost
fully matured and developed, which reduces the incentive among its practitioners to
repeatedly consult the API-m-FAMM for guidance. This is further compounded due
to the practitioners already being aware of most practices that have not yet been im-
plemented, as well as having previously discussed them internally in the past. For the
case of AFAS Focus, this may be explained by the observation that a large portion of fo-
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AFAS Profit 2 4 4 3.5
AFAS Focus 2 3 4 3
ConsultComp 4 4 3 4
Exact Online 4 5 5 4
Uber 3 4 4 5
Average 3.2 4.0 4.0 3.9
Std. Dev. 0.89 0.63 0.63 0.6
Expert Interviews Average 34 28 39 38
Expert Interviews Std. Dev. 0.68 062 0.74 0.63

Table 4.5: The rankings given by the case companies’ practitioners in response to the questions
corresponding to the four evaluation criteria as well as their averages. Included are the average
and standard deviation from Table 4.3 for reference.

cus areas and capabilities are irrelevant for the product given its current development
stage, which in turn reduces the effectiveness of the API-m-FAMM in this case.

Interestingly, the API-m-FAMM was ranked fairly high by ConsultComp’s practi-
tioner, regardless of the fact that, similarly to the AFAS Focus product, some focus
areas and capabilities do not apply to the product given its utilization of internal APIs.
However, ConsultComp’s intent of developing partner APIs in the future may provide
an explanation for the practitioner’s appreciation of the API-m-FAMM. Regarding the
average score given to the operational feasibility criterion (Table 4.5), the researchers
suspect that this is on the low end due to a lack of incentive for practitioners to re-use
the API-m-FAMM after the initial assessment.

4.6 Discussion

The API-m-FAMM has shown to be an effective tool to measure and assess the maturity
of an organization with regard to API management. The case studies’ participants rank
the model with an average of 4 out of 5 for ease of use, usefulness, and effectiveness.
In comparison with the ranking of the experts, made during the interviews, only opera-
tional feasibility is ranked lower with a 3.2 out of 5 (shown in Table 4.5). This last one
is explainable, as two out of five participants remarked that there is no added value
of a continuous evaluation with the API-m-FAMM. The rankings given by the experts
during the development of the model were a bit lower for usefulness and effectiveness,
while being more than a point lower for ease of use. This last criterion is important
for the general adaption of the API-m-FAMM and maturity models in general.

Experts occasionally suggested during interviews that they are of the opinion that a
bigger range of practitioners could be reached if the accessibility of the API-m-FAMM
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as a tool would be improved. One way in which this could be achieved, is by de-
veloping a web-app through which practitioners may easily navigate, as well as read
focus area, capability, and practice descriptions, and then mark which practices are
or are not implemented within their organization. In doing so, the Excel spread-
sheet and source document that were used as part of the case studies could be com-
bined into a single easily usable tool. Currently, the API-m-FAMM is maintained on
maturitymodels.org. While this website offers a visual alternative to the source doc-
ument considering that descriptions are included, it does suffer from some limitations.
Most notably practitioners are unable to use the website to perform an evaluation
and denote whether practices have been implemented. Therefore, we published a
do-it-yourself kit that was used during the case studies. Improving this would allow
practitioners to share the current as-is situation of their organization’s API manage-
ment maturity with management and stakeholders. These results could be used as a
benchmark for other practitioners through an opt-in consent. The opportunity for im-
proved visualization of results extracted from FAMMSs was also previously identified by
Spruit & Roling [233]. In this work, it is suggested that effective result visualization
may be accomplished through spider charts, since most managers are familiar with
such a type of representation.

Another opportunity lies in the potential to customize and adapt the API-m-FAMM
depending on certain organizational characteristics and goals. For example, the case
studies have shown that certain focus areas are irrelevant for organizations that exclu-
sively utilize internal APIs. For instance, this is visible in the results corresponding to
the Community and Commercial focus areas (Table 4.4). The organizations that scored
less on these areas stated that these areas are of less importance for them, because the
APIs are either targeted at internal users or the software platform itself is not yet ma-
ture enough. The area Performance also shows a wide range of results, indicating that
the assessed platforms operate in different contexts. Such information could be pre-
emptively collected through a checklist or survey, based on which the contents of the
API-m-FAMM may be adapted. Other information that could be used to perform this
adaptation may include characteristics such as the size of the organization, whether a
third-party API management platform is used, or what type of product or services the
organization provides.

The aforementioned opportunity for customization and adaptation of FAMMSs can be
linked to a general limitation of maturity models that has been identified in previously
conducted research. In their work, Proenca & Borbinha [198] argue that "maturity
assessments can be used to measure the current maturity level of a certain aspect of an
organization in a meaningful way, enabling stakeholders to clearly identify strengths and
improvement points, and accordingly prioritize what to do in order to reach higher ma-
turity levels". However, as a prerequisite to performing such a maturity assessment,
evidence needs to be manually collected to substantiate the maturity level calculation,
which makes maturity assessment an expensive and burdensome activity for organiza-
tions to perform. Hence, Proenga & Borbinha [198] argue that future research should
focus on developing methods and techniques to automate maturity assessment. The
researchers second this observation: even though the maturity assessments that were
done as part of the case studies were performed with minimal intervention from the
researcher, there are opportunities for automation, customization, and adaptation of
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maturity models and FAMMs to reduce the amount of effort needed to perform matu-
rity assessments and provide tailor-made advice for maturity improvement. Moreover,
the researchers hypothesize that the aforementioned opportunities for automation,
customization, and adaptation could be key in creating incentives for practitioners to
re-use maturity models and FAMMs over a longer period of time. We consider the ma-
turity model’s low degree of re-usability to be a point of concern due to our findings
as part of the case study, which have shown that practitioners are relatively unlikely
to revisit the API-m-FAMM to track their progress over a longer period of time.

The researchers are of the opinion that useful insights could be gained by conduct-
ing research into the differences in terms of advantages and disadvantages that occur
with regards to API management for organizations that actively utilize third-party,
commercial platforms to manage their APIs when compared to those who do not. This
suspicion is supported by the observation that currently, the largest part of available
(grey) literature on the topic of API management is either written by authors that are
either directly or indirectly affiliated to commercial management platform providers.
Examples of such authors include Weir [266] (director at Oracle) and De [53] (for-
mer Apigee consultant). This literature is, more often than not, exclusively focused on
the benefits that organizations attain as a result of using API management platforms.
However, when asked, some experts that were interviewed during the evaluation cy-
cles noted that their organization does not use a management platform and does not
wish to do so. For future work, it should be investigated whether significant differ-
ences exist in terms of API management maturity between organizations that do use
commercial platforms and those that do not.

4.7 Focus Area Maturity Models

Throughout this work, the design, population, evaluation, and deployment of a fo-
cus area maturity model targeted towards the topic of API management has been
described. Aside from the main practical contributions the API-m-FAMM offers organi-
zations in maturing their API management practices, this work also provides various
scientific contributions in the field of focus area maturity models.

This work provides researchers that seek to develop a focus area maturity model
for a different functional domain with an improved description of the existing frame-
work on how to do so. Publications on the development of FAMMs such as that of
Jansen [125] and Spruit & Roéling [233] offer a high-level overview of this process,
which adhere to the FAMM meta-model presented by Steenbergen et al. [236] and
De Bruin et al. [54]’s methodology for developing maturity models. The accompany-
ing source data of this article discusses the intermediate versions of the API-m-FAMM
and the changes between them in detail [159]. The steps that this methodology con-
sists of were also followed in this work: conducting an SLR, population, evaluation
through expert interviews, and deployment as part of case studies. The added details
contribute towards alleviating concerns mentioned by Jansen [125]: “Interestingly
enough, while there is a rapid increase of publications of new maturity models, there is
little literature that particularly discusses the development of maturity models”. Further-
more, work conducted by Proenca & Borbinha [198] on the state of the art of maturity
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models has found that one of the main limitations to maturity models is that there is
a general “lack of information regarding the maturity model development method”. This
article could form an exemplar for other works describing FAMMs.

Because the underlying thought process and specific design choices that were made
in developing other maturity models and FAMMs in particular were also largely inac-
cessible and unknown to the researchers, some novel approaches were used and de-
scribed throughout this work. A card sorting technique was used and described, which
uses digital tools to rank and assign practices to maturity levels. Additionally, the way
these exercises were interpreted and the manner in which practices were ultimately
assigned to maturity levels is elaborated upon. Another novel approach includes the
utilization of criteria used for Design Science Research (DSR) artifact evaluation in-
troduced by Prat, Comyn-Wattiau & Akoka [197] to evaluate the API-m-FAMM’s use-
fulness, completeness, ease of use, effectiveness, and operational feasibility. Doing
so has shown that using these criteria is an adequate strategy for evaluating FAMMSs
during expert interviews or through surveys. In this work, the criteria were used to
gather feedback and foster discussion with experts as well as among the researchers
themselves, in order to subsequently guide further improvements to the API-m-FAMM.
While in this case the criteria evaluation was conducted during the first evaluation
cycle and as part of the case studies, the criteria could also be used to evaluate a
prototype version of a FAMM to gauge interest among practitioners, or as part of the
second evaluation cycle.

This work has shown that De Bruin et al. [54]’s methodology for maturity model
development may be incorporated with DSR, by using it to construct a design science
artifact during the solution design phase. Furthermore, this study demonstrates which
techniques and tools may be utilized during the test phase of De Bruin et al. [54]’s
methodology. This includes some of the approaches listed above, such as usage of Prat,
Comyn-Wattiau & Akoka [197]’s evaluation criteria, conducting multiple evaluation
cycles through expert interviews to evaluate the maturity model, as well as the usage
of Nielsen [175]’s card sorting technique to perform maturity level assignments. As
such, this work provides researchers that utilize De Bruin et al. [54]’s methodology
and are involved with maturity model development with suggestions for the usage
of novel approaches so that they may incorporate them in the testing phase of their
maturity models.

Furthermore, the API-m-FAMM was successfully deployed in practice with minimal
involvement of the researchers. As is described in Section 4.5, practitioners were pro-
vided with the API-m-FAMM, along with a set of instructions and a spreadsheet that
was used to denote which practices had been implemented in the case company®. To
the best of the researchers’ knowledge, this study is the first among work that has previ-
ously been done with regard to the design of FAMMSs where practitioners are enabled
to self-assess their organization’s maturity in a functional domain such as API man-
agement. In comparison, Jansen [125]’s SEG- M2 and Spruit & Roling [233]’s ISFAM
were deployed in practice by gathering input through in-person collaboration between
the practitioners and the researchers themselves, as well as desk studies. Moreover,

3These instructions and spreadsheet are available through the do-it-yourself kit, published on https:
//www.movereem.nl/api-m-famm.html.
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as is discussed in Section 4.5 and shown in Table 4.5, the majority of practitioners’
experience with using the API-m-FAMM was positive, considering that its ease of use,
usefulness, and effectiveness was ranked with a score of 4 out of 5 on average.

4.8 Threats to Validity

Like all empirical research, this work is vulnerable to threats to validity. In this sec-
tion we discuss four categories of validity: construct validity, internal validity, external
validity, and reliability [4, 212].

Construct validity refers to the degree to which this study actually measures what
it is intended to. The API-m-FAMM sets out to evaluate the maturity of organizations
with respect to APl management practices. In order for this model to be successful
and actually measure what we intended to, we need to trust in the application of focus
area maturity models in general and the content of the API-m-FAMM specifically. This
threat was mitigated through a number of actions. First, the SLR that was conducted
as a means of initially populating the first versions of the API-m-FAMM adhered to
several constraints. This includes a search string that was constructed through snow-
balling in an iterative manner. Furthermore, multiple databases were searched and
strict inclusion and exclusion criteria were adhered to as to mitigate study inclusion
and exclusion bias. Publication bias was further mitigated as a result of the inclu-
sion of grey literature. Additionally, multiple discussion sessions were held among the
authors at various stages of the population process in order to mitigate data extrac-
tion bias and researcher bias [4]. Moreover, construct validity is mitigated through
this work’s adherence to design science research (DSR) guidelines and De Bruin et al.
[54]’s methodology for developing maturity models. Lastly, the robustness of the ini-
tial classification that was used by De [53] was ensured by evaluating this decision
through multiple expert interviews. Through these actions the API-m-FAMM builds on
existing and proven research from SLRs, expert interviews, and maturity models.

Internal validity is concerned with the extent to which there is evidence that the
artifact makes a difference in terms of cause and effect in the context of this study. The
API-m-FAMM is intended to achieve both a realistic maturity evaluation as well as an
actionable path for improvement. In order to investigate whether the model is able to
achieve its intended goal, which is to assist organizations in assessing and evaluating
their degree of maturity in API management in order to improve upon their API man-
agement related processes, the researchers suspect that multiple desk studies that last
substantial periods of time (multiple years) should be conducted. However, verifying
the implementation of practices contained in the API-m-FAMM through desk studies
is largely infeasible since practices are often placed on long-term roadmaps that are
susceptible to change, reducing the chance of actually observing the implementation
of such practices during the desk study. Instead, the effects of the API-m-FAMM were
investigated through evaluation during the experts’ interviews (Table 4.3) and case
studies (Table 4.5). Considering the difference and increase in terms of the scores that
were assigned to these criteria by practitioners when comparing the first and second
versions of the API-m-FAMM, in addition to the positive results and feedback received
as a result of the case studies, we believe that the model is able to achieve its intended
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goal. In addition to this long-term goal, short-term benefits may also be attained by us-
ing the API-m-FAMM due to practitioners being able to immediately identify practices
that are not currently implemented.

External validity revolves around the degree to which the results of this study may
be generalized and applied to other contexts and situations. We conducted five case
studies at four different companies. Based on these studies it is hard to claim that
the API-m-FAMM will add value to all companies that expose public APIs. Although
we are inclined to believe that our API-m-FAMM is an effective tool, based on the re-
sults presented, more studies need to be conducted over a longer time period. We
do believe that the research design enables us to deploy the API-m-FAMM in a wide
range of organizations. The API-m-FAMM is mainly targeted towards organizations
that expose one or multiple public or partner APIs. However, two experts that are
employed at organizations that currently exclusively utilize a set of internal APIs were
involved in the first evaluation cycle. Considering that these experts expressed that
focus areas such as Security, Observability, Performance and, to a lesser extent, some
capabilities belonging to the Lifecycle focus area, are relevant and applicable to them,
we suspect that the API-m-FAMM is also useful to such organizations. This is further
supported by the results of the case study conducted at ConsultComp. Organizations
of varying sizes and backgrounds were involved in the evaluation cycles and case stud-
ies. While some experts that are employed at large organizations noted that most
practices have already been implemented at their organization, they also commented
that some practices that are assigned to high maturity levels have not yet been im-
plemented. Furthermore, experts working for small organizations indicated that the
API-m-FAMM could be a useful tool for them to use as a road map or checklist to use
in discussions with management and stakeholders so that future implementation of
practices that are currently not implemented may be discussed and planned. Addi-
tionally, due to the decision to exclude practices that are solely tied to the usage of
API management platforms, the API-m-FAMM is generalizable to both organizations
that do not use such platforms, and those that do not. However, as this was not the
case with organizations involved in the evaluation cycles and case studies, more case
studies should be conducted with organizations that heavily utilize API management
platforms to fully determine whether this exclusion in terms of scoping has negatively
impacted the usability of the API-m-FAMM for such organizations.

The reliability aspect is concerned with the extent to which the data and analyses
that were conducted as part of this study are dependent on the specific researchers. A
large part of the construction of the API-m-FAMM is the result of discussions among
the authors. After every phase, as visualized in Figure 4.2, we integrated the new
knowledge into the API-m-FAMM through discussions supported by the card sorting
technique. However, we designed the research to be as transparent as possible, and
published all intermediate versions and source data. Due to adherence to DSR guide-
lines, the use of De Bruin et al. [54]’s methodology, and the SLR, some degree of
researcher bias has been mitigated. Furthermore, the protocols that were used for
experts interviews and case studies are included and were reviewed through peer
reviewing among all involved researchers. Additionally, all design decisions and pro-
cesses that resulted in the increments of the API-m-FAMM are extensively documented,
along with separate source documents detailing each major version of the model.
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Another threat to reliability is that, considering the maturity level assignments de-
scribed in Section 4.3 were partially done in a pragmatic and subjective matter, they
may result in a different outcome if replicated. This is due to the fact that the experts
that ranked practices as part of the maturity ranking exercises each have varying back-
grounds, experiences, and are employed at organizations with different characteristics.
However, this threat was mitigated by using the average of these maturity assessments,
as well as analyzing and cross-evaluating focus areas and maturity assignments during
the second evaluation cycle. Furthermore, the deployment of the API-m-FAMM as part
of the case studies has not produced any criticism among practitioners regarding the
maturity levels that practices are assigned to.

4.9 Conclusion

Throughout this work, the design, population, evaluation, and deployment of a fo-
cus area maturity model targeted towards the topic of API management has been
described. The goal of this model as well as this work in general was to improve the
transparency and availability of API management assessment frameworks and tools
by constructing, evaluating and validating a publicly available, industry and academi-
cally grounded framework or tool that can be used by organizations that expose their
API(s) to third-party developers to assess and evaluate their degree of maturity with
regards to API management in order to improve upon their API management-related
business processes. By constructing, evaluating, and publishing the API-m-FAMM we
answered the research question posed in Section 4.3: How can organizations that ex-
pose their APIs to third parties evaluate their API management practices?. Aside from the
main practical contributions the API-m-FAMM offers organizations in maturing their
API management practices, this work provides the following scientific contributions.
Firstly, this work offers researchers a previously undefined framework that captures
the topics and processes API management consists of. By decoupling API manage-
ment processes and topics from commercial platforms, the API-m-FAMM offers the
academic community a de-commercialized overview of the topic that was developed
by using insights from both literature as well as the industry. Secondly, this work pro-
vides a detailed description of the construction of a focus area maturity model through
the published source data [159], which researchers can use as an example in future
work. Third, this work has shown that De Bruin et al. [54]’s methodology for maturity
model development may be incorporated with DSR, utilizing Nielsen [175]’s card sort-
ing technique to perform maturity level assignments, conducting multiple evaluation
cycles, and utilizing criteria for DSR artifact evaluation introduced by Prat, Comyn-
Wattiau & Akoka [197]. Lastly, The API-m-FAMM was successfully deployed in prac-
tice with minimal involvement of the researchers using the constructed do-it-yourself
kit. This shows that we as researchers can make maturity models more relevant for
industry by investing in the usability of these assessment and improvement tools.






Data Packages: Systematic Literature
Review and Source Data

We describe a Systematic Literature Review (SLR) that has the goal of collecting API
Management practices and capabilities related to API Management, as well as propos-
ing a comprehensive definition of the topic. In the scope of this work, a practice is
defined as any practice that has the express goal to improve, encourage and manage
the usage of APIs. Capabilities are defined as the ability to achieve a certain goal
related to API Management, through the execution of two or more interrelated prac-
tices. A standard method for SLRs in software engineering is followed, through which
we collected 24 unique definitions for the topic, 114 practices and 39 capabilities. A
detailed description and the results are made available [158].

The collected practices and capabilities were categorized into six focus areas. Next,
the practices and capabilities were analyzed and verified through inter-rater agree-
ment and four validation sessions with all involved researchers. Then, the collection
of practices and capabilities was verified by using information gathered from supple-
mental literature, online blog posts, websites, commercial API management platform
documentation and third-party tooling. As a result, the initial body of practices and ca-
pabilities was narrowed down to 87 practices and 23 capabilities. These practices are
described by a practice code, name, description, conditions for implementation, the
role responsible for the practice, and the associated literature in which the practice
was originally identified. Capabilities and focus areas are described by a code, descrip-
tion and, optionally, the associated literature in which it was originally identified. The
complete data set is made available [159].






API Management Maturity of LCDPs

Low-code development platforms are environments that enable citizen developers
without software engineering knowledge to create software products. These soft-
ware products range from small business applications to large business platforms,
around which software ecosystems increasingly form. In these software ecosys-
tems, different organizations want to extend the created software products with
services and software, with the goal of creating active enterprise networks that
create value collaboratively. Well designed and maintained application program-
ming interfaces are crucial for these organizations.

In this paper we evaluate the application programming interface management
maturity of four low-code development platforms. We show that these plat-
form providers are not yet concerned with helping their customers build software
ecosystems around the software platforms that citizen developers create. Further-
more, we identify the software engineering research challenges that these plat-
form providers face. For instance, low-code development platforms should create
abstractions that let citizen developers design, develop, and manage application
programming interfaces. If low-code development platform providers follow our
advice and act on it, they will become able to provide customers with complete
ecosystem-enabled platforms instead of providing only simple throwaway business
applications.

This work was originally published in Enterprise, Business-Process and Information Systems
Modeling. BPMDS 2021, EMMSAD 2021. Lecture Notes in Business Information Processing, vol
421. Springer; Cham., titled API Management Maturity of Low-Code Development Platforms’. It
was co-authored by Max Mathijssen and Slinger Jansen.
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5.1 Introduction

Increasingly, traditional Software Producing Organizations, i.e., organizations whose
main activities include the production of software, such as software vendors and open
source organizations, are discovering platforms as a vehicle to increase the value of
their software for their customers through collaboration with third parties. This trans-
formation from a product towards a platform is called ‘platformization’ [193]. Plat-
forms are a vehicle for software ecosystems and are defined as a set of organizations
collaboratively serving a market for software and services [126]. These ecosystems
form around software platforms, which in turn are managed by software platform
orchestrators.

We find that not all software products can easily transform into software platforms.
One particular category of software products are products that are created using no-
code/low-code development platforms (LCDPs). LCDPs apply model-driven develop-
ment to raise the abstraction level of software development, increasing productivity
and decreasing complexity as a result [28]. They target a wide variety of users, from
professional software developers to non-technical business experts [182]. The latter
category is commonly referred to as the ‘citizen developer’: people without software
development education who nonetheless build software applications. Customers of
these LCDPs utilize these platforms to increase their agility, it enables them to develop
business applications more efficiently without suffering from the lack of profession-
ally trained software developers. While LCDPs are traditionally used to create agile
business software applications, they are increasingly becoming part of the core IT
landscape [219]. As long as the LCDPs prove their value, customer companies will
utilize them in more and more diverse projects. The customer companies will be in-
terested in evolving their application into a platform to enable complementors, which
are organizations that build applications that extend the core system, to create more
value [126].

Evolving into an ecosystem is done by offering parts of the developed application
through Application Programming Interfaces (APIs). Research shows that concerns
such as stability, security, and scalability in ecosystems are related to API management
capabilities [6]. API management is the activity that enables organizations to design,
publish, and deploy their APIs for (external) developers to consume. This is one of the
enabling practices for the creation of an ecosystem. Traditionally the activities within
API management are executed by technical staff members. The strength of LCDPs,
however, is that activities that used to be executed by highly technical staff, such as
software engineers, are now executed by citizen developers. To support these API
management activities LCDPs have to provide the means to the citizen developers to
integrate applications developed on the LCDP with other applications.

We believe that LCDP providers must mature their API management capabilities to
remain relevant for citizen developers. After all, software ecosystems are increasingly
seen as the way to remain strategically relevant in the software industry [125]. In this
paper, we distinguish between two software ecosystems that form around LCDPs. First,
the LCDP ecosystem is the ecosystem that forms around the LCDP and the provider of
the platform. The second is the LCDP Application Ecosystem, which forms around the
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application that is created by one of the customers of the LCDP. Our contribution is
an evaluation of the maturity of API management capabilities support among LCDPs,
along with a set of challenges that we identify. We evaluate the capabilities of four
LCDPs through descriptive case studies. In these case studies we measure the maturity
of their API management capabilities through a Focus Area Maturity Model (FAMM). A
FAMM is a model that groups capabilities and practices in focus areas and aligns them
with maturity levels, which can be used to evaluate organizational practices around
particular focus areas [25, 125].

Section 5.2 describes our research method and gives a short description of the four
LCDP providers investigated in our evaluating case studies. The API management
FAMM (API-m-FAMM) is described in Section 5.3. In Section 5.4 we evaluate the
LCDPs to uncover their level of support for a citizen developer in API management
activities. The results of the case studies are analyzed in Section 5.5. We contribute
a set of engineering research challenges for software engineering researchers in Sec-
tion 5.6. Threats to validity are discussed in Section 5.7. In Section 5.8 we observe,
through the four case studies, that some LCDPs are slowly maturing their API man-
agement capabilities while others do not act on these opportunities. Furthermore, we
observe that the API-m-FAMM, while mostly aimed at organizations with a proprietary
API infrastructure, is also applicable to LCDPs. Finally, we conclude that these plat-
form providers need to increase the level of abstraction of the technical complexity of
managing APIs, without losing the strategic strengths of it.

5.2 Research Method

Our research focuses on the question: How mature are the API management capabilities
that LCDPs offer? We use an established framework for evaluation of API management
maturity, to evaluate how well applications, created with four LCDPs, enable API ca-
pabilities for the LCDP customer.

In our research we apply a FAMM to measure the maturity of API management in
LCDPs. The API-m-FAMM [159] captures API management in 81 practices, grouped
in 20 capabilities, which are in turn assigned to six focus areas. The model is intended
for organizations that develop their own proprietary API infrastructure. However, in
our case studies we evaluate the LCDPs to uncover how they support the API manage-
ment activities of their customers. We apply a maturity model to measure the current
state and provide a roadmap to advance this state, similar to the work of Feijter et
al. [79]. Please note that more details are provided on the API-m-FAMM in the next
section.

The evaluations are performed in four descriptive case studies, which were con-
ducted with the ACM SIG Empirical Research standard in mind [204]. To be able
to extrapolate our findings we selected platforms that represent the current state of
LCDPs. Our selection was made based on the Quadrant for Enterprise LCDPs of the
advisory company Gartner [256]. This report surveys 18 platforms and categorizes
them into leaders, visionaries, challengers, and niche players. We selected two leaders
and two visionaries that were willing to cooperate in our evaluation. From Gartner’s
report we can conclude that leaders and visionaries will show the state of the art in
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Enterprise LCDPs and represent the most advanced platforms.

The case studies were conducted with the following steps. First, public sources such
as product documentation and company blogs were studied to create a first impression
of the API management capabilities of the LCDP. Next, an interview with a company ex-
pert (either a product manager, architect, or chief technology officer) was conducted.
During the interview the API-m-FAMM [159] was described to the interviewee, in-
cluding all of the practices and their terminology. Together with the interviewee the
API-m-FAMM was used to assess the LCDP. Finally, the interviewees discussed their
LCDP with respect to API management, and their opinion on creating platforms on
top of the LCDP. Subsequently the interviews were processed and analyzed. Based
on this analysis and together with the company documentation the evaluation of the
LCDP using the API-m-FAMM was completed. Afterwards the evaluation was shared
with the interviewee to correct mistakes and oversights. Finally, our general findings
were discussed with the interviewees, to establish how they perceive the role of APIs
in their generated applications and whether they equally acknowledge the trend of
‘ecosystemification’.

We shortly describe the case study organizations here. Mendix is a worldwide oper-
ating low-code platform provider, founded in the early 2000s. The company employs
1,000 employees, serving thousands of customer companies and an ecosystem of al-
most 150,000 developers. OutSystems, as the second largest and oldest provider, has
been active for almost 20 years. With well over 1,000 employees worldwide, they
serve a large range of companies. Their LCDP originated as a rapid application de-
velopment platform. Betty Blocks, founded almost 10 years ago, employs around 200
people. Operating worldwide, they serve customers in all business domains. This
LCDP has a strong focus on the citizen developer in enterprises, as reflected in their
vision: ‘anyone should be able to build an application.” Pega is the oldest (40 years)
and biggest (6,000 employees) company of the four. Its LCDP evolved from a business
process modeling suite.

5.3 Introduction of the API-m-FAMM

The goal of the API-m-FAMM! is to support organizations that expose their APIs to
third-party developers in their APl management activities. Using the API-m-FAMM,
organizations may evaluate, improve upon and assess the degree of maturity their API
management processes have.

A focus area maturity model [235] consists of focus areas, and an area consists of
capabilities, which are defined as the ability to achieve a certain goal related to API
management, through the execution of two or more interrelated practices. A practice in
turn is defined as an activity that has the express goal to improve, encourage and manage
the usage of APIs. The API management maturity model is created following the steps
described by Steenbergen et al. [235] and Bruin et al. [25]. The scope, design, and
populate phase are based on a systematic literature review [158]. The model was
further refined through two rounds of interviews with experts: nine interviews in the

LA detailed description and the source data are published [159]. The model is also available on the
https://MaturityModels.org web site.
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first round and three interviews in the second round. Finally the model was used to
asses five different software products.

The API-m-FAMM consists of six focus areas that we briefly summarize here:

+ Lifecycle Management: An API undergoes several stages over the course of its
lifetime [162]. Version management is particularly challenging: complementors
in the ecosystem benefit from stable APIs, but at the same time demand new
functionality to further their own product.

+ Security: APIs provide access to valuable and protected data and assets. There-
fore, mature APIs implement the latest security standards, such as the OAuth 2.0
authorization protocol, and protection against threats such as Denial of Service
attacks.

+ Performance: APIs deliver data and services to complementors in the ecosystem.
This increases the demand for APIs to perform well under load: the application
itself as well as the complementors are negatively affected by a decrease in per-
formance.

+ Observability: An organization benefits from insight into the API’s usage. Through
various monitoring techniques, the organization is able to collect metrics which
can shed light on the API’s health and performance, as well as its usage by com-
plementors. A performant and healthy API is crucial, because an interrupted
service of the APIs will also most likely interrupt the complementors application.

+ Community: It is desirable for organizations to foster, engage, and support the
community that exists around the API. This entails offering developers the ability
to register for API access and offering them access to test environments, code
samples, and documentation.

+ Commercial: Exposing and consuming APIs can have a commercial aspect tied
to it [53]. On the one hand, APIs can require a subscription fee from the comple-
mentors, on the other hand complementors might demand Service Level Agree-
ments from the provider.

These focus areas are composed of 20 capabilities, which in turn comprise 81 prac-
tices. Within their corresponding capabilities, which may be regarded as sub-topics,
practices are ranked based on the perceived complexity of their implementation. In or-
der to verify whether an organization has implemented a practice, a set of conditions
for implementation has been defined for each practice. By examining the fulfillment of
the aforementioned implementation conditions, it may be determined whether an or-
ganization has implemented a practice. When this is done for each practice a capability
consists of, an organization’s maturity level for that capability may be determined.

We provide a description of the practice Implement Multiple API Versioning Strategy
here, to clarify how the practices are evaluated. The description of this practice is
“The organization has a versioning strategy in place which entails the process of version-
ing from one API to a newer version. In order to do so, the organization must be able to
maintain multiple versions of (one of) their API(s) for a period of time. Possible strategies
include URI/URL Versioning (possibly in combination with adherence to the Semantic Ver-
sioning specification), Query Parameter versioning, (Custom) Header versioning, Accept
Header versioning or Content Negotiation.” Each practice has an Implemented when
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text, that describes one or more conditions to evaluate whether a practice has been
implemented or not. In this case the condition is self-explanatory: “The organization
utilizes one of the following versioning strategies: URI/URL Versioning, Query Param-
eter versioning, (Custom) Header versioning, Accept Header versioning or Content
Negotiation.” For the LCDPs, we discussed whether it is possible to maintain different
versions of the API, or whether an API always co-evolves with the model and does not
have any kind of evolution mechanisms implemented to enable different API versions.

5.4 Case Studies

This Section describes the four evaluations of the LCDPs that were done with the API-
m-FAMM. This assessment was done based on the available platform documentation
and the interview. The interviewees were able to point out mistakes in the evaluation,
comments were incorporated accordingly. First we describe the LCDPs in general, then
we discuss the six focus areas and how the LCDPs support these.

Mendix - The road map of Mendix shows a focus towards enabling citizen develop-
ers to create increasingly complex applications, which is motivated by two develop-
ments. First of all, applications developed on the LCDP are growing and becoming
increasingly complex. Second, an increase in demand from citizen developers to build
integrated applications independent from professional developers is observed. Strong
API management capabilities enable customers to split their large applications into
smaller integrated applications. The envisioned central API catalog will bring together
applications within an enterprise, enabling citizen developers to develop integrated
solutions.

OutSystems - The focus of OutSystems is ensuring that the co-development between
the citizen developer and the professional developer is made as efficient as possible.
Their vision is ‘fast and agile development of enterprise applications’. API manage-
ment is not hidden behind abstractions, but rather placed in the hands of professional
developers. The gap between technical API management and the citizen developers
is not actively bridged, instead the co-development between citizen developers and
professional developers is promoted.

Betty Blocks - This LCDP is focused on consuming APIs, instead of publishing them.
Betty Blocks states that their LCDP is not used to develop core systems, but to develop
supporting applications. Applications mostly complement existing systems. The run-
time of the LCDP consists of a web-based server and browser-based client application.
Developers do not have to explicitly design APIs, as every application feature is an API
by default through this architecture.

Pega - Ease of change and rapid application development by collaborating depart-
ments in enterprises are the focus of Pega. The developer tool of the LCDP supports
multiple personas, both the citizen developer as well as the professional developer.
Pega supports a myriad of integration options, besides REST and SOAP APIs it also
supports integration through database connection or e-mail. Despite plentiful options
to integrate with other applications, Pega has observed that a large portion of their
customers does not use these capabilities to integrate with complementors outside of
the organization.
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Through the API-m-FAMM evaluation we measure the state of API management
support that the LCDPs offer. Considering that the API-m-FAMM is targeted towards
organizations that expose their APIs to third-party developers, the evaluation of LCDPs
differs from this original intention. A LCDP is both an application (run-time) platform
and a development platform. API management practices can be implemented in dif-
ferent ways in an LCDP:

+ A practice can be statically implemented by the LCDP, meaning that the cus-
tomer cannot influence it (an example is Load balancing).

+ Variable implemented practices are those practices that can be influenced by
citizen developers or professional developers, such as the Multiple API Versions
Strategy.

+ Some practices can only be implemented by using products from third-party
vendors. An example is the Adopt Subscription-Based Monetization Model prac-
tice.

+ The LCDP is a development environment and in that capacity the LCDP can be
used to implement a number of API management practices. Examples of these
build-your-own practices are Community Forum and Broadcast API Status.

The last two categories, third-party and build-your-own, result in more work for
the customers of the LCDP. They become responsible for developing and maintaining
these specific practices, while statically and variable implemented practices do not
have these liabilities. Therefore, we evaluate the four LCDPs by scoring the practices
in two categories: supported (by the LCDP) and custom (developed) practices. The
first category consists of all statically and variably implemented practices, third-party
and build-your-own practices are grouped in the second category. Table 5.1 shows the
results per API-m-FAMM capability (details are made available [184]). Every score
consists of two numbers: first the number of practices that are supported by the LCDP,
then the number of practices that need to be custom implemented.

Focus Area: Lifecycle Management - Generally speaking, the LCDPs support both
the consumption and publication of modern APIs. Standard protocols such as SOAP
and REST are supported by all LCDPs. Mendix, OutSystems, and Pega also support
the API protocol OData. The decision of Betty Blocks to create APIs automatically
shows a strong opinion on APIs. Some practices are not implemented, because their
choice for GraphQL based APIs enforces APIs without versions. Their LCDP customers
cannot implement a versioning strategy, considering that API consumers always use
the latest version, and that customers need to take care of backward compatibility. The
other capabilities, Decoupling API & Application and Update Notification, show great
resemblance between the four LCDPs. In the first capability all practices are supported
by the LCDPs, while customers are expected to custom implement most practices in
the second capability.
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Focus Area M (0] B P
1 Lifecycle Management 7/5 8/4 6/4 8/4
1.1 Version Management (4 practices) 2/2 3/1 2/1 3/1
1.2 Decoupling API & Application (4 practices) 4/0 4/0 3/0 4/0
1.3 Update Notification (4 practices) 1/3 1/3 1/3 1/3
2 Security 12/4 12/4 10/4 12/4
2.1 Authentication (3 practices) 3/0 3/0 2/0 3/0
2.2 Authorization (4 practices) 4/0 4/0 4/0 4/0
2.3 Threat Detection & Protection (6 practices) 3/3 3/3 2/3 3/3
2.4 Encryption (3 practices) 2/1 2/1 2/1 2/1
3 Performance 6/5 6/5 8/2 7/4
3.1 Resource Management (4 practices) 3/1 3/1 3/1 3/1
3.2 Traffic Management (7 practices) 3/4 3/4 5/1 4/3
4 Observability 5/7 5/7 5/7 5/7
4.1 Monitoring (3 practices) 0/3 0/3 0/3 0/3
4.2 Logging (4 practices) 4/0 4/0 4/0 4/0
4.3 Analytics (5 practices) 1/4 1/4 1/4 1/4
5 Community 10/8 9/9 10/8 8/10
5.1 Developer Onboarding (4 practices) 4/0 4/0 4/0 4/0
5.2 Support (3 practices) 1/2 1/2 1/2 0/3
5.3 Documentation (3 practices) 2/1 2/1 2/1 2/1
5.4 Community Engagement (5 practices) 0/5 0/5 0/5 0/5
5.5 Portfolio Management (3 practices) 3/0 2/1 3/0 2/1
6 Commercial 2/10 2/10 2/10 2/10
6.1 Service-Level Agreements (4 practices) 2/2 2/2 2/2 2/2
6.2 Monetization Strategy (4 practices) 0/4 0/4 0/4 0/4
6.3 Account Management (4 practices) 0/4 0/4 0/4 0/4
Total 42/39 42/39 41/35 42/39

Table 5.1: Evaluation of the API management maturity of the four LCDPs according to the
API-m-FAMM: Mendix (M), OutSystems (O), Betty Blocks (B) and Pega (P). For every API-m-
FAMM capability we show the total number of practices, and the LCDP evaluation. The two
numbers per LCDP stand for practices supported by the LCDP and practices that need to be
custom developed respectively.

Focus Area: Security - In the area Security there is almost no differentiation be-
tween the LCDPs. All of the LCDPs follow modern security standards such as Imple-
ment Transport Layer Encryption, Implement Authentication Protocol, and Implement
Access Protocol. The platforms support their customers in most practices.

Only the capability Threat Detection & Protection has a number of advanced practices
that need to be implemented by the LCDP customers: Security Breach Protocol, Conduct
Security Review, and Implement Zero Trust Network Access. While the providers have
implemented these practices for their own hosted services, customers are responsible
for their own protocols and are thus required to implement these practices as well.

Focus Area: Performance - Once again the LCDPs are similar in their support of
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the practices in this area. In the Resource Management capability we observe that
the LCDPs implement most of the practices. Load Balancing, Scaling, and Failover
are all supported by the providers. Advanced practices in Traffic Management are
mostly left to be custom implemented by the LCDP customers. The LCDP customers are
required to configure third-party applications that implement practices such as Manage
Quota and Prioritize Traffic. Implementing these practices requires the expertise of
professional developers and thus extra investment from the customers.

Focus Area: Observability - In this area there is no difference between the LCDPs.
The practices in the capability Logging are supported by all four platforms. Monitoring
the health, performance and resource consumption of APIs is left to the customers.
Custom Analysis Reports, Status Broadcasting, and Alerts are also left to be custom
implemented.

Focus Area: Community - Practices from the area Community that focus on tech-
nical capabilities, such as Software Development Kit Support and API Catalog are sup-
ported by the LCDPs. All of the LCDPs implement the API specification language Ope-
nAPI, which supports practices such as Use Standard for Reference Documentation and
Provide SDK Support. Less technical practices, such as Social Media Presence and Com-
munication Channel are left to the customers to implement. Some of these practices,
such as Community Form, can be built on top of the LCDP.

Focus Area: Commercial - The area Commercial is underdeveloped in all four
LCDPs. Developers are not able to monetize the APIs developed on top of the LCDP,
nor are they able to construct custom Service Level Agreements towards their API
consumers. In order for customers to implement these practices they are required to
integrate with third-party API management solutions.

5.5 Analysis of the Results

The four LCDPs under study show a great resemblance when evaluating their API man-
agement maturity. The fact that they are all either leaders or visionaries in the Quad-
rant for Enterprise LCDPs makes this no surprise, considering that they are ranked
similarly. However, what is surprising is the general lack of support for advanced API
management practices.

Mendix supports 42 practices, leaving 39 practices to be implemented by their con-
sumers, making it an almost 50-50 split. The roadmap, as discussed during the inter-
view, shows a focus on supporting their customers in the API management activities.
This support is aimed at making it easier for citizen developers to build and publish
APIs of higher quality. This roadmap focuses on the practices in the Community focus
area. The area Commercial is not on the roadmap, making it harder for customers to
monetize their APIs.

OutSystems generally supports the same practices as Mendix, but made it clear dur-
ing the interview that their ambitions differ. They have a strong focus on creating a
platform that enables the development of core enterprise systems by teams consisting
of both citizen and professional developers. In this vision, there is no need to support
all practices, because the provider recognizes that their customers already have several
enterprise API platform solutions in place. Therefore, although there is a mature plat-
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form, many of the API management practices are left to their customer to implement
themselves.

Within Betty Blocks (supporting 41 practices), publishing APIs is possible, but the
capabilities are not mature enough to build a platform. In agreement with their vi-
sion, the LCDP can be used to complement other applications, but is not as suitable
for creating core systems. This is caused by two main reasons. First of all, their opin-
ionated implementation of API versioning through GraphQL limits customers in how
they want to expose APIs to their complementors. Second, Betty Blocks focuses less
on the implementation of practices with third-party vendors. This makes it hard to
implement practices such as Prioritize Traffic.

Pega (supporting 42 practices) is focused on letting their consumers build richer
applications with their platform. These richer applications require integration with
other applications. However, the focus of Pega is on in-house company projects that
integrate within the company, or are complemented by selected organizations and
partners. Companies are not supported in building an open platform that attracts
complementors: capabilities for advanced community engagement or monetization
strategies are not supported.

Overall the focus of the LCDPs appears to be on building enterprise applications,
and less on platforms or even ecosystems. All LCDPs show that they have developed
mature platforms, with support for modern standards in security and resource man-
agement. Through their implemented practices they enable their customers to develop
and publish modern APIs that can be consumed by complementors. However, looking
at the areas Community and Commercial, which contain less technical practices, we
observe a gap. Many of the more advanced capabilities that customers can use to
build platforms and attract complementors, such as Monitoring, Analytics, Community
Engagement, and Monetization Strategy, are left to their customers to implement. The
LCDPs support around 50% of the practices, leaving the other 50% to be implemented
by their customers. In the evaluation of the API-m-FAMM with non-LCDP ecosystems
we encountered five products that implemented respectively 42%, 59%, 42%, 77%,
and 79% of these practices. Three out of five of these products are more mature than
the support offered by the LCDPs, meaning that customers would have to implement a
number of practices themselves to build comparable products with one of the LCDPs.

Not all providers agree with our belief that they should support API management
activities to enable their customers to create platforms. By not implementing these
practices, and leaving them to be custom implemented, their customers have to invest
more effort in building a platform on top of their LCDP. The providers miss the oppor-
tunity to support better API management for citizen developers. Instead they obligate
citizen developers to seek help from professional developers to complete these tasks.
This creates a dependency from citizen developers on these professional developers,
and misses the opportunity to put more power in the hands of the citizen develop-
ers, democratizing software development even further. As claimed in the Gartner
report [256] LCDPs improve productivity and reduce the time to market, and because
of the shortage of developers, democratizing development would offer a possible so-
lution. However, the current state of these LCDPs does not enable citizen developers
to create platforms, without requiring the support of professional developers. Raising
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the abstraction of API management practices could and should be the next step for the
LCDPs.

5.6 Engineering Research Challenges for LCDPs

The previous section discussed the current state of API management support among
LCDPs, measured with the API-m-FAMM. Even though we provide LCDP providers
with engineering and product planning direction through this evaluation with the API-
m-FAMM, there are still several research challenges that hamper further progress in
this domain. These challenges are based on our observations made during the case
studies and on the authors’ experience with software ecosystems and LCDPs. They are
based on the capabilities that show the highest number of practices that require a cus-
tom implementation, and common remarks extracted from the interviews. We outline
these engineering research challenges here and provide several solution directions.

Life Cycle Management - Citizen developers will be constructing new application
extensions and releasing them to customers, probably without regard for software and
data complementors who use a previous version of the application. Citizen developers
need to be made more aware of the effects of data model and interface changes on
the software ecosystem surrounding the application. While typically these problems
would be solved through abstraction, it is practically impossible for citizen developers
to remain ignorant of the effects of software evolution on interfaces with third parties
in the ecosystem. This can be accomplished through, often complementary practices
such as versioning policies, backward compatibility, publishing road maps, and change
notifications [53, 112, 162].

The LCDPs support impact analysis within the platform, knowing the relations be-
tween different components. However, novel solutions to support analysis of the im-
pact on applications outside of the LCDP are necessary to support the citizen developer.

Performance - Considering that the created applications will be approached through
different channels than the traditional user interface, novel architectures are required
that can handle large volumes of traffic through other channels, such as APIs. Archi-
tecture styles such as Microservices [121] offer a possible solution to these scalability
challenges. Of course, an important requirement is the abstraction that citizen devel-
opers should be offered.

Observability - LCDPs should be able to handle an increase in users, while still pro-
viding the citizen developer with control over who uses the API, how much the API is
used, and how the API is used. API gateways [53] traditionally provide these controls
to professional developers and operational staff, but now need to be supported by the
LCDP itself and usable by non-technical users. The citizen developers need to have
access to API usage metrics and statistics to ensure that they too can identify misuse
and monitor traffic from the citizen developer’s partners [266].

Community - As the community around a product starts growing, complementors
need to be supported as much as possible. Such capabilities are for example enabling
citizen developers to generate API access credentials for complementors, infrastruc-
tures for communicating with complementors, as well as providing application stores
around a generated product. All studied LCDPs leave the development of these com-
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munity practices to the citizen developers.

The abstractions provided by LCDPs should give citizen developers enough control
over API documentation and usage, while automatically adding technical documenta-
tion such as SDKs and source code examples. The studied LCDPs offered this through
the use of standardized specification languages, such as the OpenAPI specification.

In the past, research has been conducted on the generation of APIs [194]. However,
a number of related practices, such as Provide FAQ and Code Samples and Provide Start-
up Documentation, are only offered through consumer built solutions. These practices
are challenging to support due to an ever-evolving generated object model. Without
support from the LCDP the developer is responsible for evolving the manual written
documentation together with the model of the API. This will lead to mistakes that hurt
the community.

While the term ‘citizen developer’ indicates that it has been the goal to open up
software engineering to people without formal software engineering education, we
can hardly claim that this has been successfully accomplished for API management.
The complexity of modern software solutions and the inherent simplification required
to create LCDPs are constantly in direct conflict with each other. The platformization
trend lays this bare and shows that new models and perspectives are required to truly
make software engineering accessible to any citizen developer. We see it as future work
to design new abstractions that make LCDP solutions simpler and more powerful in
supporting API management practices.

5.7 Threats to Validity

In this paper we present four descriptive case studies that we conducted based on
interviews and documentation. Through these case studies we evaluate the current
state of API management support offered by LCDPs.

Our conclusions are threatened by concerns regarding the generalizability of these
four LCPDs when compared to the LCDP industry as a whole with respect to API man-
agement maturity. We cannot deny that there could be an LCDP that we did not study
that supports more, or even all, API management practices. However, given that we
studied four major platforms that are recognized as such in the Quadrant for Enter-
prise LCDPs report [256] confirms that we have studied a representable group. While
the API maturity evaluation might not be generalizable to other LCDPs, these four plat-
forms are recognized as the most innovative in the industry. Given that there might be
a provider that has a more mature support of API management practices only confirms
that these leaders and visionaries are missing out on opportunities to further support
their customers. Providers with less mature support of API management practices
make our call to action only more pressing.

Another threat to validity of this research are the evaluations of the LCDPs based on
the API-m-FAMM. Wrong or imprecise evaluations based on documentation and inter-
pretation could distort the conclusions. The fact that the interviewees reviewed and
corrected the evaluation mitigates this risk. We believe that the general evaluation of
the LCDPs with respect to API management, combined with the vision of the LCDP
provider gives a truthful representation of the current state of API management matu-



Section 5.8 — Conclusion | 127

rity. Our findings and conclusions are based on the global state of API management
support of the LCDPs, and do not depend on specific practice support.

In our research we focused on the LCDPs and their API management capabilities.
Although we discussed a number of organizations that built an internal platform on
top of the LCDP, we did not discuss specific example platforms. We did not specifically
search for an example, but rather focused on the general state of APl management
maturity. Future work should study existing platforms built on LCDPs to further un-
derstand what opportunities LCDPs have.

5.8 Conclusion

Our case studies, as presented in Section 5.4, evaluate four LCDPs using the maturity
model API-m-FAMM. Our research was guided by the research question: How mature
are the API management capabilities that LCDPs offer? We conclude that these LCDPs
support around 50% of the practices described in the API-m-FAMM. The other prac-
tices are left to be implemented by the customers of the LCDPs. We conclude that only
Mendix places API management firmly on its road map. Both Betty Blocks and Pega do
not observe a demand for API management capabilities among their customers, and
neither are they promoting these capabilities. OutSystems recognized the demand, but
has not yet focused on providing more of these capabilities to their customers. Instead
they defer much of the work to either third-party vendors or the LCDP customers. By
not supporting these practices we believe that LCDP providers miss out on the op-
portunity to further democratize software development. They instead require citizen
developers to solicit the support of professional developers to develop platforms that
are open for other companies to extend.

We draw the following conclusions from this work. First, we suspect that LCDP
providers will soon be challenged in providing capabilities that enable citizen devel-
opers to transform their applications into platforms. Our research shows that LCDP
providers are currently unable to support such capabilities for citizen developers and
require technical staff to implement such architectures and mechanisms through ei-
ther third-party solutions or custom solutions built on top of the LCDP. Second, we
conclude that as LCDPs are becoming more powerful, they can use the API-m-FAMM to
evaluate and update their road maps. Finally, we identify five engineering challenges
that, if solved, will create a next generation of citizen developers who can indepen-
dently create complete software platforms and software ecosystems, and subsequently
manage them without the requirement for highly specialized technical knowledge.






Data Package: Evaluations of Four LCDPs

We evaluated the API management maturity of four low-code development platforms
using the focus area maturity model API-m-FAMM. Based on these evaluations we dis-
cuss the state of API management capabilities in low-code platforms. The evaluations
of the four platforms are made available [184].
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Generative versus Interpretive MDD:
Moving Past ‘It Depends’

Model-driven development practices are used to improve software quality and de-
veloper productivity. However, the design and implementation of an environment
with which software can be produced from models is not an easy task. One part
of such an environment is the model execution approach: how is the model pro-
cessed and translated into running software? Experts state that code generation
and model interpretation are functionally equivalent. However, a survey that we
conducted among several organizations shows that there is a lack of knowledge
and guidance in designing the execution approach. In this article we present the
results of a literature study on the advantages of both interpretation and gen-
eration. We also show, using a case study, how these results can be utilized in
the design decisions. Finally, a decision support framework is proposed that can
provide the guidance and knowledge for the development of a model-driven engi-
neering environment.

This work was originally published in Pires L., Hammoudi S., Selic B. (eds) Model-Driven
Engineering and Software Development. MODELSWARD 2017. Communications in Computer
and Information Science, vol 880. Springer, Cham., titled ‘Generative versus Interpretive Model-
Driven Development: Moving Past ‘It Depends”. It was co-authored by Slinger Jansen and Sven
Fortuin.



134 | Chapter 6 — Generative versus Interpretive MDD: Moving Past ‘It Depends’

model
execution
engine

modeling

modeler X
environment

interacts input for

'

'

:
' '
. External '
! interactor '
: :
' '
' '
' '

Figure 6.1: A model-driven engineering environment enables a modeler to create a model in
a modeling environment. The model is subsequently translated by the model execution engine
(using a model execution approach) into an application.

6.1 Introduction

Model-driven development (MDD) is used by software producing organizations (SPOs)
to improve software quality and developer productivity. According to Diaz et al. [59]
these improvements in quality and productivity are achieved because a well designed
model raises the abstraction level of the software development process. The abstracted
model allows for an expressiveness that can be more concise than general-purpose
programming languages. Domain-specific modeling improves that even further by
catering the model to a certain domain. The expressiveness causes both the increase
of productivity (more can be done with less) and the quality (there will be fewer mis-
takes, because there is a smaller model). The models can be used in different manners,
Brown [24] shows a modeling spectrum with, among others, roundtrip engineering,
model-centric, and model only. We are especially interested in the model-centric ap-
proach: the model is the source of truth and the application follows from the model.
The model-centric approach is implemented in Model Driven Engineering Environ-
ments (MDEE), an environment that is similar to an Integrated Development Environ-
ment (IDE) used for software development. Modelers create models using modeling
languages in a specific modeling environment, just as developers write software in
their IDE. These models are translated according to well-defined semantics, into an
application. Together these components (from the modeling environment up to and
including the application) form the MDEE (visualized in Figure 6.1). The translation
process that reads the model and produces an application is defined as the model
execution approach, and implemented in the model execution engine.

Our experiences are that the development of an MDEE is by no means an easy
task. The initial investment is large, because there are many technical challenges.
One of these technical challenges that is of particular interest to us, is the design and
development of the model execution approach. SPOs can choose for code generation,
run-time interpretation, or a hybrid form that combines both approaches (Figure 6.2).
As in every design challenge, there are numerous decisions to make (with their specific
trade-offs) that influence the overall quality of the MDEE.
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Just like any other (architectural) design question, the design questions for the
model execution approach can be answered with “it depends". In this article we show
that the design depends on desired quality characteristics and the context of the MDEE.
Moreover, we show how SPOs can take these characteristics into account. It might be
regarded as an implementation detail, but the model execution approach, like any
other component in the system, has its influence on the quality characteristics (such
as run-time behavior and maintainability) of the whole system. As in any system
that consists of multiple components working together, the model execution approach
should not be designed individually (i.e., not out of the context of the MDEE). The
influence of the model execution approach is similar to, for example, the influence of
a specific database on the quality of a data-intensive system. While users may not see
a difference in functionality between two different databases, the quality of the system
is affected by it, for example, in terms of performance, stability, and availability. SPOs
can deliver the same functionality, whether they choose code generation or run-time
interpretation, but the quality of the MDEE will differ significantly.

The main research question of this article is How can SPOs make an informed deci-
sion between a generative or interpretive model execution approach? In Section 6.2 we
explain the different model execution approaches in more depth, and discuss the work
already done in this area. We motivate our research question in Section 6.3 by pre-
senting the results of a survey among SPOs applying model-driven development. This
survey shows that there is no “one size fits all” solution. It also shows that many SPOs
do not have a clear rationale for the model execution approach that is used. Therefore,
decision support and clear guidance are necessary to improve the overall design and
implementation of MDEEs. Section 6.4 discusses the results of the literature study that
we have performed on the advantages and disadvantages of the generative and inter-
pretive approach. There are many hybrid model execution approaches that combine
the generative and interpretive approach. We show the preference for the two pure
approaches in terms of percentages. These percentages can be used by the SPO to find
the right balance in designing their own hybrid model execution approach. Section 6.5
describes a case study, in which we observe the design of a fitting model execution ap-
proach. We conclude that the design of a fitting model execution approach is not
detached from the overall design of the MDEE. We reflect on the case study and our
observations in Section 6.6. We observed three general areas of design decisions that
influence the model execution approach, and we present a design support framework
based on the case study. Finally, Section 6.7 and Section 6.8 evaluate and discuss the
study, and present our conclusion respectively.

6.2 Context and Related Work

There are several model execution approaches, many of which are a hybrid form of
the two pure approaches. We discuss the two pure approaches, and describe two
groups of hybrid approaches, shown in Figure 6.2. The first pure model execution ap-
proach is code generation. During code generation a model is parsed, interpreted and
transformed into source code. The generated source code generally results in running
software. This approach is not exclusive to MDD, and is formalized and defined by
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Figure 6.2: The four main types of execution approaches are generation, interpretation, sim-
plification, and mix-and-match. The darker boxes show the execution process. With the two
hybrid approaches, the execution process can be split up and divided between build-time and
run-time. The model is created at design-time, but is used at build-time and/or run-time.

Czarnecki & Eisenecker [49] as Generative Programming. According to their definition,
it is a paradigm based on modeling facilities used to automatically manufacture cus-
tomized and optimized intermediate and/or end-products. Applying generative pro-
gramming within MDD results in generative MDD. Although nothing in the definition
states that the output cannot be changed manually before the final software product
is delivered, we only regard full code generation that does not need manual changing
of the generated code. This does not imply that every part should be generated; the
generated code can be combined with frameworks or base libraries, as pointed out by
Kelly & Tolvanen [136].

The second pure model execution approach is run-time interpretation, or interpre-
tive MDD. The idea is similar to code generation, but the timing is different: the
parsing and interpretation of the model are done at run-time. There is no need to first
generate source code, the running software executes its functions directly based on
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the model. In this case the model execution approach becomes part of the application,
the application interprets the model before offering functionality based on the model.
Further manual coding is not possible with this approach, because there is no time
to intervene in the execution of the software. However, as we see in Section 6.3 it is
possible to combine custom code with an interpreter. The model needs to be deployed
along with the running software, while in the generative approach, the model is not
part of the running software.

These two approaches form the extremes of the execution spectrum, and many hy-
brid forms are possible. We see two groups of hybrid approaches. The first group
is simplification: a model is transformed into a second model before deploying it for
run-time interpretation. In this approach there is both a generation step and an inter-
pretation step, instead of generating source code. The generation step transforms the
model into a second model that can be interpreted at run-time. This can be achieved
by transforming high-level concepts into low-level concepts, or by transforming into
a model with fewer constructs. The results of this approach are manifold: 1) The in-
terpreter is easier to develop and better maintainable, because it has to support fewer
constructs. 2) The translation is less complex, so the interpreter is faster. And finally,
3) the interpreter becomes more reusable, because there can be many different mod-
els that can be transformed into the intermediate model. This approach is also used
by programming languages that compile into an intermediate language that is in turn
interpreted by a runtime environment, such as the approach Meijler et al. [163] dis-
cuss. They generate Java source code, but use a customized class loader that acts as a
run-time interpreter.

The second group of hybrid approaches is a match-and-mix approach: some parts
of the platform use code generation, while others use interpretation. This approach
can be used both from an architectural perspective as well as from a model perspec-
tive. The MDEE could use a different approach in different components, for instance,
the user interface could be interpreted, while the database access layer is generated.
Different approaches could also be chosen based on model dynamics, where the more
stable parts can be generated into source code and the more dynamic parts are inter-
preted.

Figure 6.2 shows the four described approaches, marking out the time at which the
execution takes place. In the generative approach, the execution is done at build-time,
as opposed to the interpretive approach in which the execution takes place at run-
time. Both the simplification and mix-and-match approaches show that they have part
of the execution at build-time, and part at run-time. This makes them flexible, because
SPOs can decide how much happens at what time. These hybrid approaches can also
be combined; the mix-and-match approach can combine the interpretive, generative,
and simplification approach into a single encompassing model execution approach.

There is already some work done on the challenge of designing a fitting model ex-
ecution approach, which is discussed in this article. A multi-criteria analysis of the
different approaches is performed by Batouta et al. [13] with as goal to support of
the decision-making. Their analysis results in a decisive statement about the best ap-
proach (based on their list of ten criteria). However, they do not take the context of
the MDEE into account. Fabry et al. [77] address a number of advantages regarding
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the different model execution approaches, but they do not give any support for the
decision-making. Zhu et al. [279] research the decision-making within MDD applied
to game development, however, they only look at other architectural decisions rather
than the model execution approach within a MDEE. Code generators and the interac-
tion with developers is researched by Guana & Stroulia [101], only without making a
comparison with the interpretive approach. All of the mentioned work is incorporated
in the literature study in Section 6.4.

The design of software and its architectures is a thoroughly researched topic. Kruchten,
Capilla & Duenas [147] show how design decisions play a role in software architecture,
and that it is important to capture them. Jansen & Bosch [122] define “software ar-
chitecture as the composition of a set of architectural design decisions”, and formalize
this in the Archium approach which is further extended by Ven et al. [254]. Svahn-
berg et al. [239] present a decision process that, based on desired quality attributes,
supports an SPO in finding the architecture variant that shows the most potential. We
combine the definition of software architecture as a set of design decisions with the
approach to support a decision with quality attributes, and apply this to MDD. Be-
cause of this we are able to uncover the rationale of either a generative or interpretive
approach, and support SPOs in their design process.

6.3 How SPOs Design and Develop MDEEs

We interviewed 22 product experts of 16 different SPOs that develop MDEEs. All of
the experts had either five or more years experience with the product or were working
with the product since its start. They served in different roles at the time: 12 of
them as chief executive, the others in different roles such as lead developer, business
developer, and sales manager. These experts were asked questions on the design and
implementation of their company’s MDEE. The SPOs were identified by an Internet
search, exploiting our network, and asking interviewed product experts.

We identified 36 qualifiable case companies with representatives in Belgium, The
Netherlands, or Luxembourg. For 16 companies we found experts that were willing
and able to cooperate in our research!. The companies differ in size (ranging from ten
employees to thousands of employees), in market (some operate only in The Nether-
lands, while others operate worldwide), and maturity (some MDEEs are almost twenty
years old, while others only two years). After we processed the answers, every expert
had the opportunity to correct any mistaken interpretations. The answers are summa-
rized in Table 6.1.

The first topic of interest is the target users of the MDEE and its modeling language.
We asked the experts what the target group of users for the MDEE is, and what kind
of expertise they expect from them. Their answers resulted in four categories of users:

+ Laymen are people without any technical knowledge.

+ Technical business users are those that have some knowledge of software de-
velopment, but are no developers. They are expected to have knowledge about
software concepts such as data models, and data types. An informal description

1Some needed to be excluded due to confidentially issues or the lack of (technical) knowledge.
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would be people more knowledgeable than layman, but less knowledgeable than
developers.

+ SQL experts are a specific set of users that are able to write SQL queries. They
are not able to write software in other programming languages. This specific cat-
egory was added after the review with SPQO,, because the category developers
did not match their target description.

+ Developers are those users that are able to write software in a programming
language. MDEEs that target developers expect them to be familiar with IDEs
and other programming concepts.

A third of the SPOs specifically target laymen, while the others require some form of
technical knowledge of their users. There is no correlation found between the model
execution approach and the targeting of laymen. In the case study we conducted (see
Section 6.5) we also observed the design of an MDEE that targets laymen. A third
of the SPOs that target technical business users also target developers, their MDEEs
support custom programming, because the model is not able to express all required
functionality. The six SPOs that target developers all use an interpretive approach,
four of them also use code generation.

Five SPOs (SPO3, SPOg, SPOgy, SPOq3, and SPO;g) state that a reason for their
model execution approach is a certain required build-time behavior. As an example,
the expert of SPO;¢ states “You can’t generate code again in an end application that is
already generated. To allow workflow modeling in the end application, we were forced
to make use of an interpretative solution.". All of the five mentioned SPOs explain that
users are able to change the model, and expect that their changes are (near) instantly
applied and visible in the application. Four of them use run-time interpretation, while
the other one uses a simplification approach. The SPOs that use a generative approach
did not mention such a requirement for build-time behavior.

All of the SPOs target a web platform, meaning that they support at least back-end
and front-end applications. Three of the SPOs, however, support two different back-
end platforms, one also supports mobile applications, and two others also support
native desktop applications. Effectively, we can conclude that all SPOs support multi-
ple platforms. The interpretive approach is motivated three times by the advantage of
platform independence, or portability.

We have found little reasoning behind the implemented approaches, one expert
even stated “We just had to go with one of the two.”. An expert of SPQOg refers to an
advantage in portability for interpretation, a correlation that we will see again in Sec-
tion 6.4: “By interpreting the Ul and generating the remaining parts of the application,
we are able to share models between different platforms.". A reference to resource utiliza-
tion is made by an expert of SPO14: “We don’t want to regenerate an entire database
every time the model changes, because this can potentially cause a lot of problems with
data migration.". The interviews show that all approaches are used, and nearly half of
them use a hybrid form. This supports our claim that the model execution approach
depends on many factors and is context-specific. We cannot give a simple answer such
as “web platforms should use an interpreter”, Table 6.1 shows that other approaches
are used for web platforms as well. Like Kruchten, Capilla & Duenas [147] we believe
that it is important for SPOs to document the rationale behind important architectural
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decisions. In the next section we will show that the model execution approach influ-
ences the quality of the MDEE, and that it is important to capture the rationale of the
design.

6.4 Quality Characteristics of
Model Execution Approaches

We started the literature study by executing a literature review on the advantages and
disadvantages of both code generation and run-time interpretation. The literature
review was done with the snowballing approach as described by Wohlin [270]. The
snowballing approach uses references between articles as a means to discover other
relevant literature. The first step is to select a start set from which the references can
be followed. This approach was chosen because the research areas to be covered in
this review are broad. We expected literature from the MDD field as well as Domain-
Specific Language engineering and compiler design. The second reason was that the
literature that we had found in earlier explorations never mentioned the advantages
or disadvantages directly; these were often hidden in implementation details.

Our start set was created by earlier informal explorations with the Google Scholar
engine, using “interpretation versus code generation” and “interpretation vs. code gen-
eration” as keywords. We selected five articles as the start set [56, 163, 166, 243, 259].
These papers represent the different research areas and have a broad research ques-
tion, resulting in many references (both backward and forwards). With this start set
we executed several steps, following both backward and forward references. The lit-
erature found was included when it mentioned advantages or disadvantages of model
execution approaches; we ended up with 35 studies.

The literature was classified using the ISO standard 25010:2011 for software prod-
uct quality [118]. This standard is used to assess the quality of software systems, and
matches our intent to assess the quality of MDEEs. The ISO standard consists of eight
categories with 31 characteristics. We found evidence for differences in quality fulfill-
ment for five out of these eight categories, summarized in Table 6.2. The summary
of all the evidence found is presented in Table 6.3. There was no evidence found for
the categories functional suitability, usability, and reliability. The first two categories
match the statement of Stahl et al. [234]: “code generation and model interpretation
are functionally equivalent”. For the category reliability no evidence was found as well,
which was expected. Reliability is the degree to which the system performs its func-
tions under certain conditions. We assume the generative and interpretive approach
to be functionally equivalent, and in both approaches it is possible to build a reliable
functioning system.

Table 6.3 presents every mention of an advantage or disadvantage in relation to
its source and quality characteristics. A G stands for a preference of generation over
interpretation, while an I stands for the opposite. When we encountered statements
on the two approaches without a preference, we marked the corresponding cell with
both G and I. The total number of preferences is used to calculate the percentage of
the two alternatives with respect to the quality characteristic. The evidence we found
is presented in relation to the generative and interpretive approach. This does not
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Category Characteristics

Functional suitability | Functional completeness, Functional correctness, Functional appropriate-
ness

Performance efficiency | Time behaviour, Resource utilization, Capacity

Compatibility Co-existence, Interoperability

Usability Appropriateness recognizability, Learnability, Operability, User error pro-
tection, User interface aesthetics, Accessibility

Reliability Maturity, Availability, Fault tolerance, Recoverability

Security Confidentiality, Integrity, Non-repudiation, Accountability, Authenticity

Maintainability Modularity, Reusability, Analysability, Modifiability, Testability

Portability Adaptability, Installability

Table 6.2: The categories and characteristics from the software product quality model in ISO
standard 25010:2011. For the emphasized items we found evidence of a preference for either
code generation or model interpretation.

mean that the hybrid approaches are not mentioned by the authors (as discussed in
Section 6.2). However, the advantages and disadvantages we found were always in
terms of the generative and interpretive aspects of an approach.

6.4.1 ISO: Performance efficiency

The characteristics in the category Performance efficiency describe the performance of
a system: how the system utilizes resources, responds to requests, and meets the
capacity requirements. For two of the characteristics evidence was found.

Time behavior - The first characteristic for which we found evidence is the time
behavior of the system. For MDEEs, this is a special characteristic, because there are
two main use cases for which the response and processing time are important. The
run-time time behavior describes the response time of the functionality offered in the
application. However, the second important use case for which response time is im-
portant, is the translation from model to application. When a generative approach is
used, the model execution approach takes up time between model changes and soft-
ware updates. When an interpretive approach is used, there is no time between model
changes and software updates because the execution happens during the execution of
normal system functions. These two distinct use cases are confirmed by the literature
we studied: we found comments in relation to both approaches. Therefore this char-
acteristic is split into two separate characteristics. Both build-time time behavior and
run-time time behavior are used as two separate characteristics in our study.

22 out of the 32 papers mention the time behavior characteristic, it is one of the
most frequently commented characteristics. Because of the possibility of doing upfront
analysis during code generation, more efficient code can be generated. On the other
hand, interpreters add overhead to run-time functionality and thus are slower. While
that is the general sentiment, Klint [142] remarked that the overhead of interpreters
will diminish with the advent of hardware. Both Ertl & Gregg [72] and Romer et al.
[210] show that there is nothing that makes interpreters inherently slow.

The reduced build times that an interpretive approach results in are an advantage;
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[13] G I G G I G G

[20] G I I I I

[38] G GI

[42] G I I I

[43] G G I G

[44] I I

[49] G I

[59] G I I G

[72] GI I I I

[77] G G I I

[91] G I

[98] G GI I I I I

[101] I I I

[109] I

[116] I

[129] G I I G

[131] I I I

[142] GI G I I GI I

[163] G I G G G G

[166] I I G I

[179] G I I G

[192] G I

[207] I

[210] GI

[226] 1

[234] I G I I 1

[238] I 1 I I

[243] G I G I I

[244] G I G I 1

[247] G I

[246] I I

[252] G I I

[259] G I G G G G G

[260] G I G G G

[280] G I G G

% generation 88 0 875| 0 0 | 100 |20 20 15 555 |30 50

% interpretation 12 100 12.5 100 100 0 80 80 85 44.5 70 50

Table 6.3: The results of the literature review and basis for the ranking of the two approaches. G
corresponds with a preference for code generation over interpretation. I identifies a preference
for interpretation over generation. G I indicates where advantages or disadvantages where
given without a clear preference.
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they enable agile development and better prototyping. This advantage is stated by
Consel & Marlet [42] and Riehle et al. [207] among many others.

Resource utilization - The general comment that code generation results in im-
proved run-time behavior can be extended to resource utilization as well. Meijler et al.
[163] state that generators can optimize for more than run-time behavior only, some-
thing that is useful in, for instance, embedded systems and game environments. A
difference can also be seen in how generators or interpreters compete with the run-
ning application for resources. A generator might use more memory, but could be
running on different hardware than the application. Interpreters are part of the ap-
plication, so it could be hard to run them on different hardware. Gregg & Ertl [98]
comment that interpreters often require less memory, but confirm the competition for
resources with the application.

Another view on resource utilization is the data storage for an application. Meijler
et al. [163] point out that the interpretive approach often leads to a less optimal data
schema. The schema might depend on the model and thus can change at run-time,
therefore, the schema has to be flexible enough. This requirement often conflicts with
optimizations that might be achievable otherwise.

6.4.2 ISO: Compatibility

The category Compatibility contains characteristics that express the quality of co-existence
and operability of the system.

Co-existence - Only two papers contain evidence for a preference between inter-
pretation or generation based on this characteristic. Gaouar, Benamar & Bendimerad
[91] share their experiences in making dynamic user interfaces and point out how the
interpretive approach enabled them to use native platform elements. A different side
is shown in Jorges [131]: the late binding that interpretation offers makes it possible
to re-use the same application instance for different tenants.

Interoperability - Interpreters have access to the dynamic context of the applica-
tion at run-time. Fabry et al. [77], Ousterhout [179], and Varrd, Anjorin & Schiirr
[252] state this as a preference for interpreters, because it allows them to communi-
cate with the application in a way that is not possible by generators.

6.4.3 ISO: Security

Security describes the quality in terms of integrity, authentication, and confidentiality.
The literature only contained evidence for the characteristic confidentiality.

Confidentiality - Tankovi¢ [243] and Tankovi¢, Vukoti¢ & Zagar [244] describe the
models used in a MDEE as intellectual property. The interpretive approach exposes the
model to the application, making it more vulnerable to exposure. In the generative
approach the models do not need to be shipped, which makes that approach more
secure.

6.4.4 ISO: Maintainability

Maintainability is an important aspect in the quality of software products. Character-
istics in this category that were mentioned by literature comment on the testability,
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modifiability, analysability, and modularity of the platform.

Modularity - Most literature favors interpreters over generation when looking at
the modularity characteristic. Inostroza & Storm [116] and Consel & Marlet [42]
propose solutions for modularization within interpreters. Cleenewerck [38] is the
only one who argues that generators are more preferred than interpreters when it
comes to modularization.

Analysability - An important aspect in MDEEs is the analysis of the resulting appli-
cation. It should conform to the model and the defined semantics, which is not an easy
task. When a generative approach is used, the model is translated into a separate lan-
guage, without losing the semantics of the model. Proving that translation is correct is
hard, according to Guana & Stroulia [101]. According to Jorges [131], the interpreter
can play the role of a reference implementation, used to document the semantics of
the model. This improves the analysability of the platform.

Debugging is partly analyzing the run-time behavior of an application. According to
Voelter [259] and Voelter & Visser [260] this process is easier in a generative approach,
because the generated application can be debugged as if it were a normal application.

Modifiability - Many, such as the works of Cook et al. [43] and Diaz et al. [59]
among others, claim that interpreters are easier to write. We conclude that easier to
write software is also easier to modify. Cordy [44] describes the process of a com-
piler as being heavy-weight, making it harder to modify. Cleenewerck [38] and Voel-
ter & Visser [260] argue that generators give more freedom to developers, giving them
room for better solutions.

Testability - The literature was far from conclusive on the testability of both ap-
proaches. On the one hand, interpreters can be embedded in test frameworks, this
makes them easier to test. Generators on the other hand add indirection in the test-
ing, because they are a function from model to code. Asserting the correctness of the
output becomes fragile when just looking at the written code, the easiest way is to
determine the correctness by running the code. Voelter [259] and Voelter & Visser
[260] prefer generation when it comes to debugging, because the model translation
can be left out of the testing.

6.4.5 ISO: Portability

Portability covers the characteristics of adaptability and installability.

Adaptability - The separation between generation environment and application en-
vironment makes the generative approach preferred according to Meijler et al. [163],
Batouta et al. [13], and Voelter [259]. The two environments can be evolved at a
different pace when adaption needed, which makes it more flexible. In an interpre-
tive approach the whole interpreter needs to be rewritten and although this might be
easy, it is more work. However, Tankovi¢ [243], Tankovi¢, Vukoti¢ & Zagar [244], and
Gregg & Ertl [98] state that porting an interpreter to a new platform is no problem
when platform independent technologies (such as programming languages and envi-
ronments that run on multiple platforms) are used. This matches the results from
Section 6.3, where three SPOs stated portability as the rationale for the interpretive
approach.
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Installability - The two separated environments in the generative approach not
only have a clear advantage for adaptability, they also have an advantage with re-
spect to installability. Meijler et al. [163], Cook et al. [43], Batouta et al. [13], and
Voelter [259] prefer code generation because it can target any platform, it does not
constrain the target application. The initial installation is, however, not all that is im-
portant, when the MDEE is updated, re-installations are needed too. The interpretive
approach makes re-installations less frequent, because in many cases only the model
needs to be updated. This advantage is pointed out by Tankovi¢ [243] and Mernik,
Heering & Sloane [166].

6.4.6 Utilizing the Preferences

The results of the literature study as presented in Table 6.3 can be used by SPOs to
design their execution approach. But before SPOs can use these results, they have
to prioritize the quality characteristics; i.e., they have to determine which character-
istics are most important for them. When priorities are assigned, the preference for
either the generative or the interpretive approach can be calculated by the following

formulas:
12

12
Pgenerative = Z Ple and Bnter;m’etive = Z 13111
i=1 i=1
The formulas summarize all twelve characteristics ¢, and apply the priority (F;) on
the corresponding preference (from Table 6.3) for both the generative (G;) and the
interpretive (I;) approach. All priorities add up to a total of 1, and because for every
characteristic ¢ G; I; add up to 100%, Pyenerative ad Pipierpretive add up to 100%.
The outcome shows for a certain set of priorities what the preference for either the
generative or interpretive approach is.

How the priorities are determined is not prescribed, however, in the case study
described in the next section we will show two possibilities. The first option is by
informally giving a weight to every characteristic, dividing 100% among the different
characteristics. By doing this informally, the SPO takes the risk of calculating a pref-
erence with inaccurate data. Therefore, we also show a second option to prioritize
the characteristics: the Analytic Hierarchy Process (AHP) method described by Saaty
[214]. Falessi et al. [78] show that the AHP method is helpful in protecting against
two difficulties that are relevant for this study. The first is a too coarse grained indi-
cation of the solution. When the priorities are determined informally it becomes easy
to overlook certain characteristics. The second difficulty is that there are many qual-
ity attributes that need to be prioritized, and many attributes have small and subtle
differences. The AHP method helps by prioritizing in a pairwise manner, the priorities
are only determined relative to other characteristics.

6.5 Case Study

We conducted a case study by observing the design of an MDEE at a Dutch SPO, AFAS
Software. The NEXT version of AFAS’ ERP software is completely model-driven, cloud-
based and tailored for a particular enterprise, based on an ontological model of that
enterprise. The ontological enterprise model (OEM, see Schunselaar et al. [227])
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will be expressive enough to fully describe the real-world enterprise of virtually any
business. The platform initially used a generative approach, generating many lines of
C# and JavaScript. However, during the course of 2016 a shift was put into motion
towards a hybrid form with more parts being interpreted at run-time. We took part in
the discussions surrounding this shift and observed the team while they designed and
implemented parts of the MDEE.

We already explained that the context of the MDEE influences the design of the
execution approach. This can be seen if we approach the architecture as a set of
design decisions as described by Jansen & Bosch [122] and Ven et al. [254]. These
decisions are made during the software development life cycle. Every requirement
is satisfied by first creating one or more solutions, from which the SPO selects the
best fitting alternative. This is done by assessing the solutions, for instance in terms
of quality, cost, and feasibility. After a solution is selected, the preferred solution is
incorporated into the existing architecture. This process is continuous and will be
repeated for every new requirement that needs to be satisfied.

The complete architecture of an MDEE is too large to present in this paper, therefore,
we present the most important and guiding requirements and decisions. These are
presented in two distinct phases, to illustrate two different utilizations of the results
from Table 6.3. The requirements and decisions that form the architecture and are
input for the prioritization are summarized in Table 6.4.

Requirements

R1 Target audience for the modeling language are laymen

R2 Users do not manage or maintain the MDEE themselves

R3 Cost effectiveness of the MDEE is important

R4 Use a technology that the developers are familiar with

R5 The MDEE should handle the load from the existing customer base
R6 End users can change the model without intervention

Decisions

D1 Develop an ontological enterprise model

D2 Use a SaaS delivery model

D3 Use multi-tenancy to gain resource sharing
D4 The MDEE should run on the .NET runtime
D5 Deploy the MDEE as a distributed application
D6 Use a hybrid execution approach

Table 6.4: Summary of the requirements and decisions from the design of the MDEE.

The initial requirement that guided the design of the MDEE is the envisioned target
audience for the modeling language (R1). By choosing laymen as the target audi-
ence, it becomes possible for non-technical business users to model their own ERP
solution. This requirement is driven by years of experience in the development of an
ERP solution, and the knowledge that is accumulated in those years. The resulting
design decision is that the modeling language should be a model with a high level of
abstraction, an ontological enterprise model (OEM) (D1). This model abstracts from
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the many details that are needed for creating software, those details are added by the
platform (the generator or interpreter) when the model is transformed. A second re-
quirement is that the hosting and management of the MDEE is done by the SPO (R2).
Delivering the MDEE through a Software-as-a-Service (SaaS) model is the second de-
sign decision (D2) that satisfies requirement R2. A third important requirement is cost
effectiveness of the MDEE (R3), and multi-tenancy is one of the ways of achieving that
as stated by Kabbedijk et al. [132]. The decision for a variant of multi-tenancy forms
the last important decision (D3) of this initial phase.

After the design of the initial architecture, which solved among many other require-
ments R1, R2, and R3, the execution approach is designed. At the time of this design,
the literature study as presented in Section 6.4 was not yet done. After discussion with
the team, we concluded and verified that in hindsight four quality characteristics were
especially important for this phase of the development. Run-time time behavior and
resource utilization followed from the decision for SaaS (D2) and multi-tenancy (D3).
Testability and analysability were important to AFAS in ensuring the quality of the new
MDEE. The data in Table 6.3 and the priorities that we assigned in hindsight allow
us to calculate the preference for an approach. The possible calculation is shown as
an illustration. The first two characteristics (resource utilization and run-time time be-
havior) are assigned a priority (or weight) of 35%, the other 30% is split between
the other two characteristics (testability and analysability). The resulting preferences
can then be calculated by combining the priorities of the characteristics with their
weights (expressed in percentages, summing up to a total of 100%). We apply formu-
las Pyenerative and Pipterpretive to the percentages from Table 6.3 and the priorities,
resulting in the following calculations:

Pyenerative =0.35 % 0.88 +0.35 * 0.875 + 0.15 * 0.55.5 + 0.15 % 0.20 = 0.729
Pinterpretive = 0.35 * 0.12 + 0.35 » 0.125 + 0.15 * 0.44.5 + 0.15 x 0.80 = 0.271

The outcome of the calculation matches the decision that AFAS made, and their
initial execution approach was the generative approach. This initial phase of require-
ments, decision making, and design of the architecture can be summarized in three
statements.

+ R1 leads to D1
+ R2 in the context of D1 leads to D2
+ R3 in the context of D1 and D2 leads to D3

As the design of the MDEE advanced new requirements needed to be realized. First
of all, the technology that is used to develop the MDEE was selected. The requirement
was that a technology should be used that is familiar to the development team (R4).
This fourth requirement led to the decision for the .NET runtime (D4) as the tech-
nology to develop the platform on. The next requirement formulated expected load
requirements: AFAS has a large existing customer base that needs to be transferred to
this new platform. There is an expected load known from the existing customer base
that needs to be handled (R5). As a result of this requirement, the decision was made
to design and deploy the application as a distributed system (D5).

The sixth requirement reopened the design of the model execution approach. There-
fore, the team decided to backtrack on the earlier decision for the generative approach.
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Priority | Generative Interpretive

Run-time time behavior 0.059 0.88 0.12
Build-time time behavior | 0.278 0.00 1.00
Resource utilization 0.098 0.875 0.125
Co-existence 0.045 0.00 1.00
Interoperability 0.012 0.00 1.00
Confidentiality 0.012 1.00 0.00
Modularity 0.062 0.20 0.80
Analysability 0.023 | 0.20 0.80
Modifiability 0.150 0.15 0.85
Testability 0.085 0.555 0.445
Adaptability 0.155 | 0.30 0.70
Installability 0.021 0.50 0.50
Preference 0.293 0.707

Table 6.5: Summary of the priorities of quality characteristics determined by applying AHP as
described by Saaty [214]. Columns Generative and Interpretive show the preferences for code
generation and model interpretation from Table 6.3. The final preferences are calculated with
the formulas Pgenerative and Pinterpretive-

AFAS envisioned that customers are able to customize the model without intervention
from AFAS (R6). This requirement leads to other requirements, such as the expected
turn around time between model changes and application updates. Based on require-
ment R6 and the decisions D1-D5 the quality characteristics were prioritized. Charac-
teristics build-time time behavior, adaptability, and modifiability became more impor-
tant. This time the prioritization was done by applying the AHP method: all the char-
acteristics were pair-wise compared and ranked according to the method described by
Saaty [214]. The results are shown in Table 6.5, combined with the preferences from
Table 6.3. The final outcome preferred interpretation over generation with 71%.

The team decided to implement a simplification approach: the OEM is simplified
into a simpler model by the generator. This way the team was able to satisfy the build-
time time requirements, without sacrificing performance. Because the MDEE itself
had already grown quite large, the team decided to also switch to a mix-and-match
approach. The simplification approach was first implemented in a specific component:
the messages that are passed between the different parts of the distributed system.

An architecture consists of many decisions, both large and small, both important
and non-essential. Our case study only shows the five most important requirements.
In the next section we will reflect on the case study and derive a proposed decision
support framework for the design of a model execution approach.

6.6 Case Study Reflection

In Section 6.5 we observed an SPO during the design of an MDEE. We have shown how
design decisions from the architecture determine the priorities of the quality character-
istics. The existing architecture of the MDEE and the design decisions that are present,
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together form the context of the model execution approach. It shows that, just as
with any component in a larger system, the design of an execution approach does not
stand on its own, but needs to be embedded in the overall architecture. Some design
decisions might constrain the execution approach, other design decisions might even
mitigate the problems that an execution approach gives. As an example we look at
build-time time behavior, a requirement that was described in the previous section.
From Table 6.3 we learn that the interpretive approach is preferred when a specific
build-time time behavior is required. However, when the MDEE is built using a pro-
gramming language and platform that uses interpretation, such as JavaScript, the de-
crease in build times with a generative approach might be mitigated. An interpreted
language does not need a separate compile step that needs to be executed by the gen-
erator, and that reduces the build time. This shows that the design decisions that are
already present influence the execution approach.

We have distilled three areas from the decisions described in Section 6.5 that steered
the design of the model execution approach. The decisions described in Section 6.5,
and summarized in Table 6.4 are used to illustrate the areas.

6.6.1 The Metamodel

The metamodel and its features and requirements have an influence on the most fitting
model execution approach. This is illustrated by decision D1: OEM and requirement
R6: Customize the model.

A model with a high-level of abstraction (such as D1: OEM) will require a more
complex model execution, because the distance in terms of abstraction between a
programming language and the model is larger. With an interpretive approach, the
application will require more resources to perform this model execution. This influ-
ences the run-time behavior of the model execution approach, and thus the application
itself.

On the other hand, requirement R6: Customize the model increases the priority
of the build-time time behavior characteristic. This leads to a preference for run-
time interpretation, because that approach is preferred if build-time time behavior is
important.

6.6.2 The Architecture

The chosen architecture for the application forms a second area of influence on the
most fitting model execution approach. A multi-tenant, distributed application (as de-
fined by D3: Multi-tenancy and D5: Distributed application) can result in conflicting
requirements for the most fitting model execution approach.

On the one hand, multi-tenancy prefers interpretation, because it allows the sharing
of a single application instance for multiple tenants (see characteristic co-existence in
Section 6.4). This maximizes the resource sharing, and enables fast unloading and
loading of changes, which decreases the build times. On the other hand, a distributed
application might not benefit from interpretation, because every process has to do the
interpretation. Figure 6.2 shows that the interpretation process is part of the applica-
tion, and is thus duplicated when the application is separated in multiple components
and processes. This adds resource utilization to the platform.
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The decision for a distributed application (D5: Distributed application), makes it
possible to design a hybrid model execution approach. A distributed application con-
sists of different (distributed) components that can use their own execution approach,
as shown in Section 6.5 where only the messages were re-designed.

6.6.3 The Platform

Although Kelly & Tolvanen [136] make no distinction between the architecture, frame-
work, the operating system, or the runtime environment, we see a different influence
from the operating system or runtime environment. As decision D4: .NET platform il-
lustrates, the lack of support for dynamic software updating requires a different model
execution approach to satisfy the requested build-time time behavior. This matches the
approaches of Meijler et al. [163] with their customized Java class loader and Czar-
necki & Eisenecker [49] using the extension object pattern.

The SaaS delivery model (D2: SaaS delivery model) removes most of the problems
around installability and co-existence: the platform is controlled by the SPO.

6.6.4 The Decision Support Framework

From the observations we see three distinct areas that influence the model execution
approach. The metamodel and its features and requirements lead to decisions that in-
fluence the execution approach. The architecture and the platform can both constrain
the execution approach as well as mitigate challenges. Determining the priorities for
the quality characteristics can be a difficult task.

The design of the best fitting model execution approach for an MDEE is not different
from other parts of the MDEE; it is not possible without knowledge of the context.
The description of the design process that we gave in Section 6.5 is generic for the
software development life cycle. We propose, based on the observations made during
the case study, a tailored version of the process for the design of a model execution
approach (shown in Figure 6.3). It shows that the current architecture is input for the
prioritization of the quality characteristics. The priorities can then be used to assess
the possible execution approaches. How the priorities are determined is not prescribed
by the framework, however, we have shown two possible methods to determine them:
an informal method and the AHP method.

The framework offers guidance for SPOs in the design of their model execution
approach. By formalizing their architecture in a set of design decisions, and by pri-
oritizing the quality characteristics, SPOs can calculate the preference for either the
generative or the interpretive approach. This can then in turn be used to design a
fitting hybrid model execution approach.

6.7 Discussion

The validity of our research is threatened by several factors. The internal validity of
our study is threatened because the correlation between quality characteristics on the
one hand and the execution approach on the other hand are not straightforward. The
claims in the reviewed literature, however, do show a convergence towards each other.
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Figure 6.3: The process of selecting a best fitting model execution approach. The process starts
with the design of possible execution approaches. The current architecture is the input for the
prioritization of quality characteristics. The priorities can be used in assessing possible execution
approaches.

Some characteristics lack a significant number of references, making them volatile.
However, we regard the claims that are made not as controversial, but in line with
existing research. The data that we found in literature consists of anecdotal argumen-
tation, based on the experience of the authors. The claims that were made, were not
validated and not supported with empirical evidence. To create a more trustworthy
decision support framework, the data presented in Table 6.3 should be validated by
empirical research. Experiments or large case studies should provide more quantita-
tive data on the fulfillment of the different quality characteristics.

The construct validity of our case study is threatened by the fact that one of the
authors is involved in the object of the study, resulting in a possible bias in our obser-
vations. However, the observations were made during a period of several months in
which the model execution was actively designed. Our observations were reviewed
and commented on by other team members involved. The descriptions of the ob-
servations, and the described requirements and decisions were correctly described
according to these comments.

The external validity of our research is threatened because our case study is done
at a single company. The observations, however, were done over an extensive period
of time, and the results were discussed with the team. We argue that the conclusions
and observations are in line with existing literature. The decision support framework,
however, should be further strengthened by additional case studies.
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6.8 Conclusion

We present two contributions to the research on MDD, and in particular to the devel-
opment of MDEEs. The survey in Section 6.3 illustrates that there is a lack of guidance
and knowledge for SPOs. Although the SPOs show that indeed many forms of model
execution approaches are used, they do not have an explicit rationale for their design.

In Section 6.4 we studied and summarized existing literature to correlate quality
characteristics with the model execution approach. Although this knowledge was al-
ready available, it was scattered over many papers. Our study makes the experience
and knowledge of many authors available to MDD researchers and practitioners. We
summarized the results in Table 6.3, which can be used as a reference in the design of
a fitting model execution approach. In Section 6.5 we demonstrate how these results
can be used as input for the decision-making in selecting alternatives.

The second contribution that we present is the decision support framework as pre-
sented in Section 6.6. With this framework, SPOs have a structured process for the
design of the model execution approach. By making these design decisions explicit,
and by adding the results from Table 6.3 as input to the decision-making process,
SPOs can design the best fitting execution approach. The influence of the context of
the MDEE as shown in Section 6.6, and the interplay between existing design decisions
and the model execution approaches is made explicit and can lead to better designs.

Although we are not able to relieve SPOs from the hard work of designing a model-
driven engineering environment, we argue that our research brings them closer to
the best fitting design. By making existing knowledge and experience accessible, the
solutions in the decision-making process can be assessed with more confidence. In
Section 6.3 we show that many SPOs already use a hybrid form of model execution,
but do not have a strong rationale. However, our research also uncovers the need for
more empirical research to support SPOs in the design and development of MDEEs.
Table 6.3 is primarily based on anecdotes, and often not backed by real evidence.
Experiments and case studies should be conducted to strengthen the evidence used in
our decision support framework. The framework itself is created by observing a single
SPO designing a model execution approach, and it should be evaluated by applying it
to other SPOs.

Many questions in the design of software can be answered with “it depends", leaving
the questioner puzzled as to what he should do. We present how the context of the
MDEE influences the design of a model execution approach for MDEEs. Existing design
decisions determine the priorities of quality characteristics, which in term steer the
design of the model execution approach. We also show how SPOs can utilize the
knowledge presented in this paper to allow them to steer their design process towards
the most fitting model execution approach.
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Proposing a Framework for Impact
Analysis for LDCPs

Low-code development platforms accelerate software development by facilitating
end-user programming. Through higher-level abstractions citizen developers are
enabled to develop increasingly complex software systems. While this improves
productivity and efficiency it also introduces new challenges in the development
process.

The evolution of the low-code development platform and the applications built on
top of it is one of those challenges. Understanding the impact of changes on the
software system is crucial for both the maintenance as well as the improvement of
running software. Citizen developers can be supported by direct feedback that re-
flects how their changes impact the system. Professional developers can use impact
analysis to correctly migrate existing data. Finally, the operations engineers that
are responsible for the availability of the platform and the applications can plan
seamless upgrades of new versions. Impact analysis should be at the foundation
of the development of low-code development platforms.

This paper proposes the Impact Analysis for Low-Code Development Platforms
framework, a conceptual framework that supports the discussion, research, and
implementation of impact analysis. The proposed framework describes the dif-
ferent subsystems and artifacts in a low-code development platform, the different
types of professionals involved, and how these professionals can use impact anal-
ysis to support their engineering decisions. Through a descriptive case study we
discuss the role of impact analysis in an industry low-code development platform.
Through the feedback acquired by impact analysis, professionals can stay in con-
trol of the evolution of both the applications as well as the low-code development
platform itself.

This work was originally published in MODELS 21: Proceedings of the 24thACM/IEEE Inter-
national Conference on Model Driven Engineering Languagesand Systems: Companion Proceedings
(2nd LowCode Workshop), titled ‘Proposing a Framework for Impact Analysis for Low-Code De-
velopment Platforms’. It was co-authored by Slinger Jansen.
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7.1 Introduction

A trend that is still growing and gaining traction is low-code development platforms
(LCDPs) [28]. These LCDPs facilitate end-user programming for citizen developers,
people without formal programming education that develop software, through Model-
driven Development (MDD). Ultimately, the goal of these platforms is to enable citizen
developers to build full-stack software applications [217].

While this may have started with relatively simple applications that automated one
task, the applications targeted by LCDPs are becoming increasingly complex. From
enterprise services [281], Internet of Things [189] to the enablers of digital transfor-
mations in the manufacturing industry [219]. This growth and evolution of LCDPs
into supporting more different kinds of systems and more complex systems also give
rise to new challenges. Challenges that were once the domain of software engineers
and operations engineers' are now becoming challenges for these citizen developers.

Software evolution is one of these challenges. While it starts with the design, devel-
opment, and release of an application built with an LCDP, the citizen developer will
quickly become aware of the challenge of software evolution. As these applications
grow and become more complex, companies will depend more and more on them.
Quality characteristics of these applications become more important, and the impact
of changes needs to be predicted before they are made, or released into production.
However, software evolution for the professional developer and operations engineer
also becomes more challenging. A large part of the applications is developed by a new
type of professional, the citizen developer. The professional developers and operations
engineers are not always aware of the changes made by the citizen developers as they
might be part of a different team, or even a different company.

Impact analysis provides all three types of professionals with the needed feedback.
The analysis of how changes impact other parts of the system and the running ap-
plications supports the professionals in making engineering decisions. We propose a
framework to support the discussion and research of impact analysis in low-code de-
velopment platforms. First we describe the three types of professionals (citizen and
professional developers and operations) involved, the subsystems of an LCDP, and
the involved artifacts. The Impact Analysis for Low-Code Development Platforms itself
comprises of the execution of change analysis, the collecting of change analysis re-
sults, and the deduction of impact observations that are presented to the involved
professionals. Through a case study we show how this framework can be applied, and
how impact analysis can result in feedback for those professionals involved in the de-
velopment of LCDPs and applications. We report on a decade of development of an
industry LCDP and application, with 18 months of operational usage. Different forms
of impact analysis are used to facilitate control over the evolution of the system and
support engineering decisions made by the involved professionals.

The research approach is explained in Section 7.2. In Section 7.3 we discuss LCDPs
in general and propose the Impact Analysis for Low-Code Development Platforms frame-

IDifferent titles are used for these roles, such as ‘DevOps engineers’, ‘Platform Engineers’, and ‘Site
Reliability Engineers’. We use the term operations engineers to refer to the people and/or teams that are
responsible for technical management and maintenance of software systems running in production.
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work. The case study is described in Section 7.4 and analyzed in Section 7.5. Sec-
tion 7.6 discusses the case study, the research, and future work. Related work is
discussed in Section 7.7. Our conclusions are stated in Section 7.8.

7.2 Research Approach

In this research the role of impact analysis in a low-code development platform (LCDP)
is discussed. A descriptive case study is conducted at AFAS Software, during the devel-
opment of an industry LCDP. The LCDP is used to develop a new ERP system. Currently
the platform itself is used only internally, while the resulting ERP system is offered as
a Software-as-a-Service (SaaS) product. The research and development of the LCDP
AFAS Focus started in 2010, but a separate development team was not created until
2013. From 2013 until 2019 the development team grew from 10 people to 50 people,
including citizen developers, testers, and professional developers. At the end of 2019,
the first customers went live in a private beta program, and in the second half of 2021
the product was publicly launched.

The first author has been part of the research and development team at AFAS Soft-
ware since 2011, first as Software Architect, but from 2013 as a Lead Software Ar-
chitect. During the development of the LCDP, the first author was jointly responsible
for the development of the LCDP architecture, the data conversion techniques, and
the upgrade strategy. The second author has been involved in the project as an inde-
pendent external researcher since 2015. Our research is based on observations and
contributions made by the first author during the development of AFAS Focus. The
challenges, the proposed framework, and the results are discussed with the second
author since the start of the involvement of the second author. These discussions have
bent the inward look from AFAS Focus to LCDPs in general. The research and devel-
opment of AFAS Focus has resulted in contributions such as a comparison of model
execution [182], a framework for data migration [186], and a maturity model for API
management that is applied to LCDPs [183]. The Impact Analysis for Low-Code Devel-
opment Platforms framework presented in Section 7.3 is based on the acquired knowl-
edge, research contributions, and experience accumulated throughout these years.

7.3 Impact Analysis for Low-Code Development Platforms

LCDPs accelerate the development of applications by decreasing the amount of hand-
coding required [28]. This is accomplished by making software development easier
by raising the abstraction level through model-driven development. The higher ab-
straction label also makes it possible to develop software for people without a formal
software development background: the citizen developer. These citizen developers are
trained professionals with domain knowledge that are enabled to develop solutions for
their domain-specific problems.

The Impact Analysis for Low-Code Development Platforms framework is depicted in
Figure 7.1. It comprises of the execution of change analysis, the collecting of change
analysis results, and the deduction of impact observations that are presented to the
involved professionals. We distinguish three types of professionals involved in the
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Figure 7.1: The Impact Analysis for Low-Code Development Platforms framework comprises of
the execution of change analysis, the collecting of change analysis results, and the deduction of
impact observations. Changes occur in different parts of the system, but are collected through
the change analysis. The resulting changes are represented in diffs. These diffs can be analyzed
for impact, resulting in impact observations. The results of impact analysis are used to inform
the professionals. They can use this feedback to improve the platform, to redesign existing
solutions, or decide to revert certain changes. Furthermore, team coordinators can use the
impact framework to orchestrate the process of LCDP evolution.

impact analysis. First of all, the citizen developers, who uses the LCDP to develop
applications. Secondly, the LCDP developers, responsible for the development of the
LCDP itself. Finally, the operations engineers are responsible for keeping the applica-
tions and LCDP available and responsive. The general structure of an LCDP consists
of three subsystems and three types of artifacts. These subsystems and artifacts are
analyzed for changes, resulting in change analysis results, in the form of diffs. These
diffs result in impact observations that inform the professionals and support their en-
gineering decisions. The evolution of the LCDP and the applications can be controlled
through the created feedback. The remainder of this section explains the subsystems
and artifacts, and the impact analysis process in more detail.

The first subsystem is the model designer. The designer is the Integrated Develop-
ment Environment (IDE) offered to the citizen developer. It provides an interface for
the development of the model(s) and includes help, and feedback. The first type of
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artifact is the meta-model. The meta-model describes the model elements and thus
the capabilities of the model. An LCDP can utilize multiple models, and thus multiple
meta-models, targeting different aspects of an application, such as the data, the busi-
ness logic, and the user interface. The designed models are the second type of artifact.
These are parsed, processed, and transformed by the model transformations subsys-
tem. This system transforms the model into a run-time model. The run-time model
can take different forms, depending on the LCDP implementation. It could either be
an intermediate model specific to the LCDP, or a general purpose model (or program-
ming language). The platform subsystem contains all the features and infrastructure
necessary to execute the run-time model. It contains service frameworks, data access
libraries, and other functionality present in the resulting application that is not depen-
dent on the model. The platform and run-time model are deployed to the runtime that
executes the two subsystems.

Changes are collected by analyzing the subsystems and artifacts in an LCDP. This
is done before these subsystems and/or artifacts are deployed on the runtime. The
results are expressed in change analysis results, representing the changes made, and
are generally expressed in a diff. From these results the impact that changes have on
the system can be derived. The impact observations support the professionals in mak-
ing engineering decisions on the evolution of the LCDP and the applications. These
observations can block the release of new versions, or adjust the future roadmap.

The specifics of the change analysis, the representations chosen for the change re-
sults, and the impact observations are LCDP specific. Therefore the remainder of this
section will give examples to illustrate the process expressed in the Impact Analysis
for Low-Code Development Platforms framework. These examples are given by revis-
iting the three types of professionals that are responsible for the development and
operations of the applications developed on the LCDP and the LCDP itself.

First, the point of view of citizen developers who use the LCDP to create solutions is
taken. In commercially offered LCDPs these developers are the customer, or work for
the customer, of the LCDP. They use the model designer as the primary way of interact-
ing with the LCDP. It allows them to create an application by expressing their solution
constrained by the meta-model offered by the LCDP. To facilitate rapid application de-
velopment, technical details will be hidden from them. Citizen developers can, based
on impact observations, receive feedback on the quality of the model(s) that they have
developed. An example is given: A change to the model leads to a far bigger change in
the run-time model, because a specific model element represents a complex piece of run-
time functionality. There is, however, a different solution possible that solves the problem
and leads to a smaller change in the run-time model. This solution has preferable char-
acteristics: a smaller impact on the running application. This impact observation is gen-
erated by analyzing the model diff and the run-time model diff, and linking the changes
made to the model to those in the run-time model. In general the change results can
be analyzed by specific rules, maybe a recommender system [3, 144] could be used,
and suggest alternative solutions. Such a system requires the knowledge to link model
changes to run-time model changes and to characterize these changes depending on
their impact on the runtime by incorporating Software Operational Knowledge.

Secondly, we take the viewpoint of the LCDP developers, who develop and maintain
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the three subsystems in an LCDP. The LCDP developers can use the feedback to opti-
mize the platform for both the citizen developers and the operations team. Model
changes can be analyzed to identify features that are either neglected or popular.
These observations can then be incorporated in the roadmap to optimize the meta-
model and the designer. Meta-model changes can be analyzed to find the places in
the designer impacted by these changes. The run-time model and platform changes
serve as the source for the runtime impact analyses. This analysis points to parts of
the system that could harm the operational characteristics of the application. These
changed parts can then be reverted before releasing the new version.

Finally, the operations engineers’, who are responsible for keeping the applications
and LCDP available and responsive, viewpoint is taken. If the LCDP is an internal plat-
form, such as in our case study, there will be a single group of operations engineers.
However, if the LCDP is a commercially offered solution there will probably be two
groups of operations engineers. The operations engineers that support the platform
itself are responsible for the availability of the LCDP: the model designer, the model
transformations, and the runtime. The operations engineers that are part of the cus-
tomer company will focus on the availability of the applications, using the features
offered by the LCDP to do so. This team supports the release of new versions, while
monitoring the running environments. These operations engineers benefit from the
impact observations in planning the upgrades of the platform and/or new applica-
tions. The run-time model and platform changes can tell them if they require more
runtime resources.

The proposed framework describes the process of impact analysis for LCDPs in
generic terms. LCDP providers and consumers should instantiate this framework for
their own specific case. However, the taxonomy for software change impact analy-
sis [153] can help. The taxonomy lists eight criteria to classify impact analysis ap-
proaches.

+ The scope of the analysis: does the impact analysis operate on code, models, or
other artifacts. The framework focuses on static analysis of code and models,
and does not incorporate dynamic aspects collected from a running system.

o The granularity of the analysis: what level of detail is analyzed and reported.
Collected changes can be aggregated, or only collected on a certain level. This
determines the impact observations that can be made.

+ The utilized technique: examples of techniques are call graphs, execution traces,
and message dependency graphs. The best fitting technique depends on the kind
of LCDP and its architecture.

+ The style of the analysis: is the analysis global, search based, or exploratory.

+ Tool support: which tools support the chosen approach.

+ Supported languages: which programming or modelling languages are supported
by an approach. While the model in an LCDP is custom developed, providers can
benefit from standard tooling for language and model engineering. The run-time
model could also be a standard programming language or intermediate model
that is supported by available tools.

o Scalability: how scalable is the impact analysis approach.



Section 7.4 — Case Study | 161

+ Experimental results: is the approach tested and shown to be successful.

These criteria list the variability present in the Impact Analysis for Low-Code Develop-
ment Platforms framework. LCDP providers and consumers need to choose an existing
approach or design their own approach for impact analysis when applying the frame-
work.

7.4 Case Study

We conduct a case study on how impact analysis is applied in an industry LCDP at
AFAS Software. This case study describes the process in which impact analysis is
applied and from which we derived the Impact Analysis for Low-Code Development
Platforms framework. AFAS Software is a Dutch vendor of ERP software based in
Leusden, The Netherlands (with additional offices in Belgium, Curacao, and Aruba).
The privately held company currently employs over 500 people and generated 191
million of revenue in last year (2020). AFAS’ main software product is called Profit,
which is an ERP system consisting of different modules such as Taxes, Finance, HRM,
Order Management, Payroll, and CRM. This product has over 2 million users across
11.000 organizations of all sizes, ranging from companies with a single employee to
companies with thousands of employees.

After 25 years of development, AFAS launched a new version of its ERP system,
which is called SB+. This new system is based on an internal developed LCDP, called
AFAS Focus, using an ontological enterprise model [228] (the platform was formerly
called NExT). The system is cloud-based and its architecture applies event sourcing
and CQRS [187] to satisfy quality characteristics such as availability and responsibility.
The research and development of AFAS Focus started ten years ago. Approximately 60
companies currently use SB+ for their day-to-day accounting. Figure 7.2 shows the
instantiated Impact Analysis for Low-Code Development Platforms framework for AFAS
Focus.

7.4.1 Involved Professionals

The AFAS Focus LCDP is developed and utilized by AFAS only, the three types of profes-
sionals described in Section 7.3 are all employees of AFAS. The citizen developers are
a team of professionals who formerly served in roles such as business analyst, software
tester, or support engineer. They have multiple years of experience in the domain of
ERP software, but have no formal training in software development. Through internal
training and knowledge sharing sessions they are trained in the usage of the LCDP.
The LCDP developers consist of four teams that are responsible for the development
of the model designer, model transformations, and platform. Finally, a team of opera-
tions engineers is responsible for maintaining the runtime and deploying upgrades of
AFAS Focus. AFAS Focus uses a four-weekly release schedule: every four weeks a new
release is developed, tested, and deployed. During the four weeks that a release is
in production, smaller releases (called hotfixes) are deployed to solve blocking issues.
In the first 18 months (January 2020 to June 2021) that AFAS Focus was used by
companies for their day-to-day accounting 212 releases (18 regular releases and 194
hotfixes) were deployed.
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Figure 7.2: The Impact Analysis for Low-Code Development Platforms framework as instantiated
for AFAS Focus.

7.4.2 Subsystems and Artifacts

AFAS Focus is developed using C# on the .NET platform and TypeScript. As men-
tioned, an ontological enterprise model [228] is used to develop the ERP system on
top of this platform. The LCDP developers are responsible for the model designer,
called Studio and the meta-model, called OEM. Required features are designed and de-
veloped in collaboration with the citizen developers, who are the ‘customers’ of these
components. The model is created through the combination of a graphical designer
and a text-based designer. Through a suite of model transformations (the Generator),
this model is transformed into a run-time model called the application package. To op-
timize the model execution approach, AFAS Focus adopted a custom run-time model
that is interpreted [182]. The run-time model expresses the component types present
in an event sourced system, such as aggregate roots, events, and projectors. Together
with a host package, containing the platform, the application package is deployed on
the runtime which is running in Microsoft Azure. The host package contains both the
interpreters for the run-time model, as well as features that are not dependent on the
model and are not developed by the citizen developers. Examples of these features
are generic import functionality and user management. These features are developed
using ‘traditional’ software development methods and contained in the host package.
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7.4.3 Change Analysis Results

From the start, impact analysis was applied in the development of AFAS Focus to
facilitate the co-evolution between meta-model and model, and model and runtime.
We discuss the different applied impact analysis and the context within AFAS Focus.

Meta-model Diff

While currently only one single model is developed (the model representing the new
ERP system), many more models exist for testing and exploration purposes. To main-
tain compatibility between Studio and the model, the OEM is versioned and every
model contains the version to which it conforms. When a new version of the OEM is
introduced, a manual evolution step is developed to facilitate the upgrade of existing
models, based on the OEM diff. Studio itself is evolved manually. Whenever a model
is loaded that conforms to an older OEM version, the developed evolution steps are
executed to automatically upgrade the model. These evolution steps are developed
in such a way that only minimal changes are made to a model to make it conform to
the new OEM. These evolution steps are developed and tested by the LCDP developers
whenever they make a meta-model change. Downgrading a model to an older OEM is
not supported and facilitated. The citizen developers are briefed and educated on the
new OEM elements, but are not bothered by details of the evolution steps.

Model Diff

Co-evolution of the system and the customer data is one of the biggest challenges faced
in the development of AFAS Focus. For an accounting system it is crucial that customer
data remains accessible and available after an upgrade. Changes that originate from
the model were a big unknown in that challenge, because it was outside of the direct
influence of the LCDP developers.

The co-evolution of the model and customer data is solved through a combination of
manual specification and operator-based co-evolution [211], called the Mergelog. The
most frequent evolution steps in the model are mapped and formally supported in
Studio. Citizen developers can select one of the operators to perform co-evolution
with the customer data. The manual specification option serves as a fall-back for non-
supported operations. Together these make sure that the model and the customer data
co-evolves.

The model itself is versioned in a general purpose versioning system (git) using a
text-based representation. To not obscure the versioning history, the evolution steps
automatically executed in Studio caused by OEM-evolution are confined to a minimum.
The LCDP developers review the automated evolution steps in Studio to make sure that
the model history is not polluted by Studio.

Transformation Diff

AFAS Focus uses a general purpose programming language (C# ) for the model trans-
formations. Initially the transformations were designed in a single multi-phase trans-
formation system. This monolithic transformation system, together with the fact that
a general purpose programming language is used, made it hard to perform change
impact analysis.

Therefore, the single transformation system was redesigned into a component-based
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transformation system. This not only improves the development process for multiple
development teams, it also makes it easier to analyse the transformation system. Cur-
rently AFAS implements basic traceability [88] in the transformation system that links
elements in the run-time model to the specific transformation component. These trace-
ability links are used in the engineering process by the LCDP developers to find the
specific transformation components and model elements that lead to a run-time model
element.

Run-time Model Diff

The run-time model of AFAS Focus consists of a small number of component types that
exist in an event sourced architecture [187]. To analyse and observe the impact, the
run-time model is represented in a message dependency graph [195]. This component
graph contains the different micro-services and their event-based communication. A
graph of the current release of AFAS Focus consists of around 25.000 nodes and 35.000
edges. These nodes represent the components in an event sourced system: 5.000
nodes are components containing logic, 15.000 nodes represent messages, and the
remaining nodes are data objects. The edges represent the usage patterns between
these components. The graph can be explored in a visual representation. The size
of the AFAS Focus component graph is useless to visualize in one image, however, by
enabling developers to explore the graph many useful observations can be made.

To analyse the impact of changes a diff between two of these graphs is created. This
diff reflects the changes made to different component types. An example summary of
such a diff is shown in Table 7.1. The numbers in Table 7.1 show a 0.1% total size
increase. It shows per component type the number of added, removed, and changed
elements, together with the totals of the nodes and edges. Note that the edges can only
be added or removed, not changed, because they do not contain further information.
This summary information acts as a starting point to browse the diff information and
drill-down to the lowest possible level: a diff of a specific model element (as shown
in Figure 7.3). These diffs can be used to spot specific changes that need the atten-
tion of the development team. Example changes that require manual verification are
changes that require custom data evolution steps (such as a property that has become
mandatory, or a property type that is changed), or changes that could result in data
loss (such as an event type that has been removed by error).

Using the component graph the LCDP developers have found bugs, such as
+ Components receiving messages with no source component.
+ Messages that are received and sent, but for which no contract description exists.

An example of a less obvious observation is the identification of a part of the system
that has a high level of complexity (measured in terms of many different messages
and many different components involved), but that offers little functionality in return.
Parts with those characteristics are discussed in architecture meetings and optimiza-
tions are planned accordingly.

Platform Diff

The platform part of AFAS Focus contains the interpreters for the run-time model
elements as well as features that are not modelled by the citizen developers and do
not depend on the model. Similar to the transformation subsystem the platform too
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Component Type | Original Added Removed Changed New
Command 3679 34 7 51 3706
Event 11005 76 84 570 10997
QueryModelObject 4797 79 91 409 4785
Streamltem 1395 12 6 273 1401
StreamItemRouter 1379 16 103 142 1292
QueryProjector 578 11 6 49 583
StreamProjector 565 0 4 230 561
Nodes 23398 228 301 1724 23325
Edges 35898 474 506 35866

Table 7.1: Example diff summary between version 1.19 and 1.20 from the combined run-time
model and platform impact analysis. The changes per component type as well as aggregated
totals are shown.

is implemented in C# . However, unlike the transformation system the platform does
not have the same challenges for doing change impact analysis. Features that are
developed in the platform subsystem use the same component and message types.
Therefore, the platform system can be represented through reverse engineering in the
same component graph as the run-time model.

Run-time Diff

The run-time model and platform diff are combined into a single run-time diff. This
diff represents the whole impact of the new release on the runtime.

The run-time diff is used by the LCDP developers to analyse the impact of a new
release and plan the upgrade procedure accordingly. The data upgrade steps are veri-
fied using the diff, making sure that all necessary upgrades are specified. Depending
on the impact of the release a separate upgrade strategy is used.

+ move - When a release only contains business logic or user interface changes, a
straightforward move upgrade can be performed. During this upgrade a new ap-
plication process is launched that connects with the same data storages. When
this new process is verified to run correctly all incoming connections are trans-
ferred to the new process. This is the fastest upgrade process.

+ minor - When a release only contains business logic, user interface, or volatile
storage changes, a minor upgrade can be performed. During this upgrade a
new application process is launched, the data storages are copied, and the data
schema changes are executed on the copy. When the new application process
is verified to run correctly all incoming connections are transferred to the new
process.

+ major - Whenever the event messages have changed, a major upgrade is re-
quired. During this upgrade the changed events are rewritten and saved into a
copy of the data storage. When the new application process is verified to run
correctly, all incoming connections are transferred to the new process.

Depending on the complexity of the changes when a major upgrade is required, the
operation engineers can decide to allocate more resources for the system during the
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Figure 7.3: The diff of a single data storage element from the generated component graph diff.
These elements are represented in JSON, the diff shows a plain text-based diff. The diff shows
two added properties, a changed property length, and two new indexes. The changed property
length is especially important: a decrease in length requires a data evolution step to make sure
existing data conforms to the new schema. This feedback could be presented in Studio to warn
the citizen developer.

upgrade. Specific upgrade challenges are identified and reported to the operations
team.

One metric that can be used to measure the size of the ERP system SB+ is the total
number of components and relations between the components. Table 7.2 shows an
overview of the numbers of the last nine versions. These numbers give a sense of
the magnitude of the ERP system, however, similar to source code lines the number
of components does not relate to productivity. The decrease of 8% between version
1.15 and 1.16 for instance can be attributed to an optimization in the transformation
system. These numbers can be used by the LCDP developers and operation engineers
to plan the available resources on the runtime platform: more data storage objects
require more data resources, while a larger number of components with logic require
more memory resources.

The LCDP developers also analyse the run-time diff to identify required optimiza-
tions in platform and model transformations. Together with the citizen developers
the diff is analyzed to identify optimizations in the model by applying different meta-
model elements, or by introducing new meta-model elements.

Taxonomy criteria

Following the eight criteria of the taxonomy for software change impact analysis the
approach can be described as follows:

o The scope: analysis is done on code and models.
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. Nodes Edges

Version

Total % change Total % change
1.11 18104 26202
1.12 18499 +2% | 26935 +2%
1.13 19431 +5% | 28205 +4%
1.14 20638 +6% | 29955 +6%
1.15 21814 +5% | 32034 +6%
1.16 20132 -8% | 29711 -8%
1.17 23819 +18% | 36428 +22%
1.19 23398 -2% | 35898 -2%
1.20 23325 -1% | 35866 -1%

Table 7.2: The last nine releases of AFAS SB+ with total numbers of nodes and edges of the
component graph, enriched with the percentage of change with respect to the previous version.
Due to problems with the release of version 1.17, version 1.18 was never released, therefore it
is absent in this table.

o The granularity: this differs for the different analyses, the OEM diff and the
required evolution operations are done on all levels, the mergelog is recorded on
the level of attributes, the traceability links are recorded on the level of generator
components, and the component graph is created on the level of the architectural
components.

+ Utilized techniques: analysis is done by traceability links, message dependency
graphs, and model diffs.

+ Style of analysis: the impact analysis in AFAS Focus is done globally.

+ Tool support: no generic or open source tools are used.

+ Supported languages: the implemented approaches are specific to the meta-model
and architecture of AFAS Focus.

+ Scalability: scalability is no real concern, because there is a single model and the
analysis is executed on demand.

+ Experimental results: these are discussed in this research.

7.5 Analysis

The previous section described how impact analysis is embedded in the software de-
velopment process of AFAS Focus. However, we also observe possible improvements.

The meta-model diff is used to manually create model evolution steps. This cre-
ation could be automated by analyzing the meta-model diff. The meta-model diff
could also be used to automate the evolution of the model designers. These two im-
provements would make the process of meta-model evolution more efficient.

The chosen solution for co-evolution of model and customer data, based on the
model diff, serves its intended purpose, but also has a number of drawbacks. First
of all, the chosen approach remains laborious and complicated. Citizen developers
are required to explicitly specify evolution operators. However, they are only aware
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and capable of specifying their own evolution. Changes of several developers are
combined into a single release, but how the different evolution operators influence
and even conflict with each other is not obvious and cannot be specified. Second,
the operator-based co-evolution is only able to express model evolution. Changes in
the meta-model, the model transformations, or in the platform cannot be expressed
through these operators. Each of those cases needs to be expressed through manual
specification, making the process error-prone and laborious. Third, the co-evolution
does not support the teams in improving the solutions by providing feedback. It does
not facilitate the evaluation of the chosen model changes, which might not be optimal.

While the transformation system already generates traceability between the trans-
formation components and the run-time model, it misses a link between the model
element and run-time model element. Such a link would facilitate the translation of
run-time errors into model errors for the citizen developers.

The run-time diff, the combination of platform diff and run-time model diff, greatly
improves the impact analysis of AFAS Focus. However, this artifact is also not yet uti-
lized to its full potential. It could replace the model diff and serve as a basis for the
data evolution steps. As the run-time diff represents the full evolution step it would
allow for a more complete and more automated generation of the required data evolu-
tion steps. From the 209 releases that AFAS Focus had, 37 required a major upgrade.
Most of these major upgrades required a data evolution step that could not be auto-
matically generated with the current operation based co-evolution. Example manual
specifications are property type transformation, specific calculations for introduced
mandatory properties, and renames of event types. Another improvement would be a
better suited representation of the generated component graph for the citizen devel-
opers to analyse. The traceability between run-time model and model elements could
support such a representation. Applying change patterns [265] could be another so-
lution to improve the representation by summarizing smaller changes in higher-level
change patterns. An important missing feature is safety guards against public APIs.
Earlier research [183] showed the importance of API management for LCDPs. Safety
checks on these published APIs support the citizen developer in these tasks. Finally,
the diff should be used to generate the required data evolution in a semi-automated
way. Certain semantics of the model evolution will be lost through the indirection of
the impact analysis, because it is done on the run-time model. This could either be
mitigated by also analyzing the model impact, or by manual specification.

7.6 Discussion

LCDPs enable citizen developers to develop increasingly complex software without
formal software development training. While this improves productivity and efficiency
it also introduces new challenges in the development process. The evolution of the
LCDP and the applications built on top of it is one of those challenges. Impact analysis
can play an important role in the mitigation of this challenge.

As we have observed and experienced in the development of AFAS Focus, impact
analysis supports the professionals in the planning and orchestration of software evo-
lution. The presented Impact Analysis for Low-Code Development Platforms framework
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offers a conceptual structure to reason about impact analysis for LCDPs. At AFAS
Software the framework proved its use in the design of the different subsystems and
artifacts, and the implementation of impact analysis. The development process bene-
fits from the different analysis results, even with the identified improvements.

Current research in model-driven development and low-code development plat-
forms offer a lot of the lower-level techniques and approaches to perform impact
analysis. However, an overall framework to structure the plan-do-act process of engi-
neering teams is missing. Our research is a proposal for such a framework but requires
more grounding and evaluation. While we believe that it can be generalized to other
contexts, this should be proven by further research.

For future work we plan to execute a systematic literature review to ground the
framework in existing research on model-driven development, low-code development
platforms, and change impact analysis. The review should result in a comprehensive
overview and concept definitions that would bring together the different research ar-
eas.

Second, the framework itself will be validated with other LCDP providers. Case
studies at other LCDP providers are necessary to evaluate the framework and correct
it from any biases. To prevent the framework from following the biases of a single
provider, multiple providers should share and combine their knowledge. We plan to
conduct multiple case studies in the near future.

The results of the literature review and the multiple case studies will be used to add
more detail to the framework: specific guidance and useful techniques that can be
applied. After these improvements the framework can be evaluated on completeness
and usefulness through expert interviews.

7.7 Related Work

Co-evolution in model-driven development platforms is a well researched topic. An
overview of the different approaches is given by Rose et al. [211], while Limmel [148]
describes and discusses coupled transformations. An approach for creating model diffs
is presented by Toulmé [249]. Gruschko, Kolovos & Paige [100], Cicchetti et al. [36],
and Di Ruscio, Limmel & Pierantonio [58] describe approaches for (semi-)automated
co-evolution of meta-model and models. Gruschko, Kolovos & Paige [100] categorizes
the meta-model changes in non-breaking changes, breaking and resolvable changes, and
breaking and unresolvable changes. By using high-order transformation rules, the sec-
ond category can be used to automatically adapt models to new meta-model versions.
The research of Wachsmuth [262] is similar and also focuses on the automated adap-
tion of models to meta-models. A dynamically adapting system is proposed by Fer-
reira, Correia & Welicki [80]. Impact analysis to support the incremental execution of
model transformations is another application proposed by Hearnden, Lawley & Ray-
mond [104]. A megamodeling approach is presented by Iovino, Pierantonio & Mala-
volta [117], which supports the capturing of change impact in a model. By doing this,
change impact becomes a model itself, which allows the application of model-driven
tools to the challenge of change impact.

The problem of representation of change impact is researched in the area of change
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patterns. Change patterns express changes to a process on a higher level of abstrac-
tion, making them easier to comprehend. This notion is introduced by Rinderle-Ma,
Reichert & Weber [208] and Weber, Rinderle & Reichert [264] for Process-Aware Infor-
mation Systems (PAIS). The authors applied these change patterns to assess the level
of change support in different PAIS. The patterns form a language that allows an easy
and comprehensible comparison of the different systems.

Distributed event-based systems pose another challenge in impact analysis. Com-
ponents in event-based systems are intrinsically loose coupled, which makes them
hard to evolve and analyze. Tragatschnig, Stevanetic & Zdun [250] use the notion
of change patterns to analyse event-based systems. Their research shows that change
patterns are an efficient language to capture the evolution of an event-based system.
Popescu et al. [195] propose a static analysis that analyses distributed event-based
systems. Analysis of traditional software systems depends on the explicit invocation
to create a dependency graph. Their proposed method analyses the message-oriented
middleware that these systems are based on and creates a dependency graph from
those results.

7.8 Conclusion

Low-code development platforms (LCDPs) accelerate the development of software
through new abstractions that remove many of the technical details. However, chal-
lenges such as software evolution remain. Citizen developers, LCDP developers, and
operations engineers need tools and processes to solve these challenges. Together
these professionals, regardless if they are from the same company or not, are respon-
sible for the success of the application of the LCDP. Evolution plays an important role
in that success and this requires that these professionals collect feedback that informs
and supports their engineering decisions. We believe that impact analysis helps and
supports these teams in reaching their goals.

An overall framework to structure the implementation of impact analysis for LCDPs
is missing. In Section 7.3 we propose the Impact Analysis for Low-Code Development
Platforms framework that conceptualizes the process of impact analysis for LCDPs. It
describes the different subsystems and artifacts, together with the process of impact
analysis. Using the taxonomy of Lehnert [153] we discussed the variability in the
framework and how providers can implement this.

Through a case study of an industry LCDP we explore the framework in more depth.
Although case studies at other LCDP providers are necessary to evaluate the framework
and correct it of any biases, we believe that impact analysis within LCDPs can improve
both the applications developed on top of the LCDP as well as the platform itself.
Impact analysis should be at the foundations of the LCDP development process.
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Conclusion

We begin this chapter by answering our research questions, starting with the individual
sub-questions and then following with the main research question. Furthermore, in
this chapter we reflect on the contributions of the dissertation, and discuss future
work.

8.1 Answers to the Research Questions

8.1.1 Event Sourced Systems and Evolution

Chapter 1 introduces event sourcing as a data modelling approach and architecture
pattern that emerged from the Domain-Driven Design (DDD) community [275]. The
subtitle of the seminal book on DDD by Evans [74], “Domain-Driven Design”, reads
“Tackling Complexity in the Heart of Software”. The DDD methodology and commu-
nity attempt to tackle the complexity of software systems by fostering domain under-
standing through collaboration. Event sourcing is a pattern that, according to the
methodology, matches this approach by focusing on the events that happen within
business processes.

Four sub-questions directed our research on event sourced systems, focusing on the
evolution of event sourced systems while also discussing the pattern in general. While
we can confirm that this pattern can be applied to fight complexity in large software
systems, we also recognize that it brings its own set of challenges. The challenge of
evolution in event sourced systems is discussed in detail, the other challenges are left
for future work.

SRQ1.1 - What types of systems apply event sourcing and why?

The overview of the 19 systems presented in Chapter 3, detailed in Tables 3.2 and
3.4, shows that event sourcing can be applied in systems of any size: both smaller
and larger systems benefit from the pattern. Our primary interest lies in the large
and complex systems with millions (or even billions) of events per month, but our
interviews support the claim that all of these systems, both large and small, have
benefited from event sourcing. As one engineer stated, underlining this conclusion, “I
have never seen an event sourced system that was rewritten to a system with traditional
current state storage.” The event sourcing pattern is not tied to a specific type of
functional domain, but is applied in many different domains.



174 | Chapter 8 — Conclusion

Our study identified four reasons for event sourcing: audit, flexibility, complexity,
and trending. The rationale audit traces back to the common characteristic of event
sourcing: the immutability of the events. However, we determined that not every sys-
tem applies strict immutability, but that there are actually three levels of immutability
that engineers apply, namely strict, cut-off moments, and mutable. Flexibility is seen
in the fact that the events can be used both as a means of communication between
different modules and as a source for different types of data models. Event sourcing is
especially suited for software systems with complex temporal logic, but also supports
the implementation of distributed systems. A final reason identified during the inter-
views is that event sourcing is trending and new, and that engineers like to try out new
techniques.

SRQ1.2 - How should event sourced systems be defined?

We extracted a definition of event sourced systems (ESSs) from the interviews con-
ducted for the research in Chapter 3. We gave a complete overview of ESSs based on
these definitions, combined with our (at that time) five years of experience. We repeat
the key definitions of events and the event store.

Event. An event is a discrete data object specified in domain terms that represents a state
change in an ESS.

Event Store. An event store is a set of event streams. These streams form the partitions
of the event store and are disjoint.

Furthermore we define the project function, that consumes stored events to create

projections. These projections are used to validate new information and to retrieve
stored information.
Project function. The project function takes one or more event streams and creates a pro-
jection with the data from the given events. The projection itself can take different forms;
for instance, it can be a relational database that is updated through SQL statements, or
a search index manipulated through the filesystem.

Based on the different perspectives discussed by the engineers we added nuance
and variation options to the different presented concepts. Section 3.5 presents the
definitions in detail.

SRQ1.3 - How should event sourced data structures be evolved?

In Chapter 2 we presented the event store upgrade framework. This framework
starts with a common language of different event store upgrade operations that can
be used to analyze the required upgrade. Based on the operations a matching upgrade
technique and strategy should be selected, while finally a matching strategy should be
selected. The framework makes the trade-offs explicit, supporting both a utilization
as decision support as well as an automated selection that can be implemented. The
framework summarizes best practices from literature and industry, and was validated
by three experts.

In Chapter 3 we discussed the different event schema evolution techniques with
the interviewed engineers. They all had experience with multiple techniques that are
often combined in a single system. This affirms the event store upgrade framework
that correlates the techniques to the different operations. The framework is further
elaborated on with the benefits and the liabilities of the different techniques. We
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discussed five event schema evolution techniques in Section 3.7: versioned events, weak
schema, upcasters, in-place transformation, and copy-transform. The technique lazy
transformation presented in the framework was not mentioned by the engineers, while
weak schema was mentioned but not present in the framework.

The majority of the interviewed engineers had experience with multiple techniques,
often combining them in a single system. As all techniques have their benefits and
their liabilities, we did not find a single technique that would be applicable in all
scenarios. However, through the framework presented in Chapter 2 and the advice
formulated in Chapter 3 we provide the tools to help engineers in choosing the most
suitable techniques.

SRQ1.4 - What are the challenges faced by software engineers in applying
event sourcing?

We discussed five challenges experienced by the interviewed engineers in Section 3.6.
The steep learning curve was addressed by our description of event sourced systems
through the presented definitions and operations. These can be used in discussing
and teaching of ESSs. Evolution of event sourced systems is discussed in detail in both
Chapter 2 and Section 3.7. The other three challenges, lack of technology, rebuilding
projections, and privacy, are presented as a start for a research roadmap. We call for
researchers to explore these challenges further.

MRQ1 - What are the challenges software architects face in the evolution of
event sourced systems and how can they be mitigated?

We have shown that the challenges that software architects face in evolving event
sourced systems are caused by, among other things, the assumed immutability of event
stores, the implicit schema embedded in the system, and the performance of data
migrations. To support architects with the challenge of immutability, Chapter 3 dis-
tinguishes three levels of immutability in event sourced systems. These three levels
determine the possible event schema evolution techniques that software architects can
apply. The central answer to this question, however, is the available event schema evo-
lution techniques that we present, including benefits and liabilities. This overview
enables software architects to decide which would best meet their requirements based
on their context. Chapter 2 presents the techniques in the form of a framework, further
supporting the architects in their choices.

8.1.2 API Management in Software Ecosystems

Both software systems in a software ecosystem as well as modules in a single large sys-
tem have the need to communicate with each other. Communication happens through
Application Programming Interfaces (APIs), which can be realized by different tech-
nologies. In the microservice architecture style, APIs are preferred over HTTP proto-
cols. To maximize the value of their APIs, Software Producing Organizations (SPOs)
need to evaluate and improve their API management capabilities as needed.

SRQ2.1 - How should SPOs that expose their APIs to third parties evaluate

their API management practices?

In Chapter 4 we present the API management focus area maturity model (API-m-
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FAMM), a new framework that captures the topics and processes API management
consists of. The API-m-FAMM is a focus area maturity model that enables SPOs to as-
sess their current API management practices. After establishing their current maturity,
the model offers a path for improvement in various areas. The model improves the
transparency and availability of API management assessment frameworks and tools
by constructing, evaluating and validating a publicly available framework scientifi-
cally grounded and validated in industry. The API-m-FAMM was successfully deployed
in practice with minimal involvement of the researchers using the constructed do-it-
yourself kit.

SRQ2.2 - How mature are the API management capabilities that LCPs offer

to their customers?

In Chapter 5 we use the API-m-FAMM to evaluate four Low-Code Platforms (LCPs).
We conclude that these LCPs support around half of the practices described in the
API-m-FAMM but leave the other practices to be implemented by the customers of the
LCPs. From the four LCPs, only Mendix places API management firmly on its roadmap.
The other platforms defer much of the work to either third-party vendors or the LCP
customers.

We suspect that LCP providers will soon be challenged in providing capabilities that
enable citizen developers to transform their applications into platforms. However, our
research shows that LCP providers are currently unable to support such capabilities
for citizen developers and require technical staff to implement such architectures and
mechanisms through either third-party solutions or custom solutions built on top of the
LCP. We concluded that as LCPs are becoming more powerful, they can use the API-m-
FAMM to evaluate and update their roadmaps. Finally, we identified five engineering
challenges that, if solved, will create a next generation of citizen developers who
can independently create complete software platforms and software ecosystems, and
subsequently manage them without the requirement for highly specialized technical
knowledge.

MRQ?2 - What kind of support for API management practices is offered by
LCPs, and how should they evaluate and improve that support?

The four LCPs that we evaluated in our research only implemented half the API man-
agement practices listed in the API-m-FAMM. The other half is left to the customers
to be implemented. The API-m-FAMM proved to be a useful tool in the assessment of
API management maturity and enables the LCP providers to plan their improvements.

We believe that by offering more API management capabilities LCP providers will
further democratize software development. Using the API-m-FAMM LCP providers can
plan the required improvements to enable the development of software ecosystems.
This creates a more powerful platform that supports the development of business crit-
ical software platforms.

8.1.3 Evolution Supporting Architecture

Architectural design decisions [122] influence many operational characteristics of a
software system, such as the manageability of a system when it undergoes evolution.
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Designing an architecture that supports upgradability and manageability is crucial for
SPOs.

SRQ3.1 - How should SPOs make an informed decision between a generative
or interpretive model execution approach?

What the best fitting design is for a certain software system always depends on the
context. In Chapter 6 we presented how the context of the Model-Driven Engineering
Environments (MDEE) (a synonym for LCPs) influences the design of a model exe-
cution approach. This was done by summarizing existing literature and correlating
quality characteristics with the different model execution approach.

Through a survey among 22 product experts of sixteen different SPOs we illustrated
that there is a lack of guidance and knowledge for SPOs in building an MDEE. Al-
though the survey shows that many forms of model execution approaches are used,
SPOs do not have an explicit rationale for their design. Although the presented knowl-
edge was already available, it was scattered over different sources such as textbooks
and scientific papers. Our study makes the experience and knowledge of these many
authors available to MDD researchers and practitioners. We also presented this in
the decision support framework in Section 6.6. With this framework, SPOs have a
structured process for the design of the model execution approach.

SRQ3.2 - What is the role of change impact analysis in an LCP?

LCPs aim to make software development more efficient by raising the level of ab-
straction at which the software is developed. The challenge of software evolution,
changing the software as a response to outside forces, within LCPs remains. Citizen de-
velopers, LCP developers, and operations engineers need tools and processes to solve
these challenges. We believe that change impact analysis helps and supports these
teams in reaching their goals. An overall framework to structure the implementation
of impact analysis for LCPs is missing. In Chapter 7 we propose the Impact Analysis for
Low-Code Development Platforms framework that conceptualizes the process of impact
analysis for LCPs.

Through a case study of an industry LCP we explored the framework in more depth.
Although case studies at other LCP providers are necessary to validate the framework
and correct it from any biases, we believe that change impact analysis within LCPs can
improve both the applications developed on top of the LCP as well as the platform
itself. Change impact analysis should be at the foundation of the LCP development
process.

MRQ3 - How should the architecture of an LCP support the evolution of both
the platform as well as the applications?

The architecture of an LCP co-determines the maintainability of the platform and
the applications under evolution. In the first sub-question we showed how the model
execution approach relates to the quality characteristics of the platform. Interpretation
might negatively effect the performance, while it could positively effect the upgradabil-
ity of an application. Chapter 7 shows how different architectural decisions influence
how well impact analysis in an LCP can be executed.

We cannot give cut-and-paste answers or prescribe a specific architecture, however,
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our research shows how architectural decisions influence the maintainability of an LCP.
Engineers should take this advice and design their architecture consciously. However,
we also agree that there are a number of remaining open questions that require future
research.

8.2 Reflections

8.2.1 Reflections on Research Approach

Throughout our research we used different research methods, as detailed in Chapter 1.
These methods were used to gather knowledge, create models and frameworks, and
evaluate them. We reflect on three of these methods because of their importance to
our research.

In Chapter 3 we applied constructivist Grounded Theory (GT). This method allowed
us to conduct exploratory research. Instead of forcing our own ideas and theories,
we started the interviews open-minded and let the engineers guide our exploration.
Our perspectives, and our experience, did shape the data that we conducted. How-
ever, constructivist GT assumes that neither data nor theories are discovered, but are
constructed by the researchers out of the interactions with the field and its partici-
pants. Data are co-constructed by researchers and participants, and shaped by the
researchers’ perspectives, and values.

For our APl management model API-m-FAMMV, as described in Chapter 4, we created
a Focus Area Maturity Model (FAMM). We followed the method described by Steen-
bergen et al. [235, 236], but incorporated Design Science Research methods such as
the card sorting technique, described by Nielsen [175], to perform maturity level as-
signments, conducted multiple evaluation cycles, and made use of criteria for artifact
evaluation introduced by Prat, Comyn-Wattiau & Akoka [197]. We provided a detailed
description of the construction of the FAMM through the published source data [159]
that can be used by researchers as an example in future works. The API-m-FAMM was
successfully deployed in practice with minimal involvement of the researchers using
the constructed do-it-yourself kit. This shows that we as researchers can make matu-
rity models more relevant for industry by investing in the usability of these assessment
and improvement tools.

Finally, the Systematic Literature Review (SLR) method was central in Chapters 4
and 6. By conducting these reviews we were able to synthesize existing research
and create new models. SLRs are an important tool to present existing research in a
condensed manner. Although this made it accessible for a new audience, our contri-
butions did not stop there. In both cases we constructed an actionable model from
the synthesized knowledge. The decision support framework from Chapter 6 not only
presents the relation between quality characteristics and model execution approach,
it also shows how software architects can rate desired characteristics and receive deci-
sion support. The API-m-FAMM not only enables the assessment of API management
maturity but also shows the capabilities that can be improved. The conducted case
studies supported the usefulness of these tools for industry.

We show the value of a diverse toolkit for research in software architecture and its
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creation process. We hope that these studies are picked up in the software architecture
curriculum.

8.2.2 Reflections on Academic Impact

In Chapter 1 we stated four research challenges related to the innovations that lie
at the heart of this dissertation. In this section we discuss those challenges and the
impact of our research on them.

RC1: Software systems are offered as a service, making SPOs responsible
for the operation of the software. Techniques for reliable systems that
continue operating through the deployment of new versions need to be
designed and evaluated.

Through our research we have shown that event sourcing and CQRS are identified
by industry as patterns for performant, reliable, and scalable software systems. Al-
though event sourcing and CQRS are already receiving more and more attention in
research literature [70, 278] scientific knowledge on the pattern itself is sparse. Our
research adds to the body of knowledge based on interviews with multiple engineers.
We show in which contexts and systems the pattern works and add rationales and
challenges that are experienced in industry. We also show upgrade strategies that ex-
plicitly support software architects in the deployment of new versions. New research
can built upon this new knowledge.

RC2: LCPs are increasingly used to build business-critical systems and com-
panies depend on the stability and reliability of the platform. Changes
made to the platform and applications threaten these characteristics; the
evolution of the platform and applications need to be controlled to mitigate
these risks.

We propose the Impact Analysis for Low-Code Development Platforms framework with
the goal of synthesizing existing literature on change impact analysis within the con-
text of LCPs. This proposal should guide new research in the building of scientific
knowledge that can improve the current support for software evolution in LCPs.

We have also shown how the model execution approach in a platform applying
model-driven engineering influences the quality characteristics of a system. Designing
the best fitting model execution approach can improve among other things the main-
tainability of the system. Our decision support framework supports engineers in this
design.

RC3: Event Sourcing and CQRS are identified by industry as techniques
for performant, reliable, and scalable software systems. However, the evo-
lution of event sourced systems require new techniques and strategies that
software architects can employ.

We discuss the benefits and liabilities of different event schema evolution techniques.
Our research can be used to mitigate the challenges that software evolution poses on
event sourced systems. The framework presented in Chapter 2 supports engineers in
the design of their upgrade strategy.

RC4: More and more SPOs turn their software products into platforms
and, at the same time, allow external complementors to access their plat-
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forms. To effectively grow their system into an ecosystem, they need to be
supported in the management of their integration capabilities.

The API-m-FAMM as presented in Chapter 4 enables SPOs to evaluate their current
API management capabilities. Based on the evaluations of four LCPs we have shown
what the current state of API management in LCPs is. We argued that LCPs need to
improve their supported API management practices to enable their customers to create
software ecosystems, but also stated specific research engineering challenges that LCPs
face on this road to improvement. The API-m-FAMM not only enables SPOs to evaluate
their current practices, it also offers SPOs a clear roadmap for improvement of their
capabilities.

8.2.3 Reflections on Industry Impact

This dissertation was conducted in the context of the AMUSE project, which is a joint
research project of Utrecht University, the Vrije Universiteit Amsterdam, and AFAS
Software B.V. Given that I already worked on the in-house L.CP developed by AFAS
Software, the industry context of the problems and challenges were clear. Although
the previous sections answered the stated research questions and reflected on our
contributions to the scientific methods we applied, our work had an impact on industry
as well.

The biggest impact was made with our research on event sourcing. There was a lack
of knowledge on evolution of event sourced systems that was filled by the research
presented in Chapters 2 and 3. Our research work has been shared on numerous
occasions since it was published (see the listing on page 212 for a complete overview).

Our work on The Dark Side of Event Sourcing, Chapter 2, was presented during two
local meetups and one conference in Berlin, Germany. We presented different forms
of An Empirical Characterization of Event Sourced Systems and Their Schema Evolution,
Chapter 3, in two meetups and three conferences (in Austria, The Netherlands, and
virtually). The experience we gathered through developing the Focus platform was
shared in meetups, conferences, and a podcast. Finally, we also contributed a chapter
to a book on Domain-Driven Design: Tackling Complexity in ERP Software: a Love Song
to Bounded Contexts, in Domain-Driven Design, The First 15 Years.

Presenting research at an industry conference differs from presenting at an academic
conference. Instead of the research methodology and a sound scientific approach, the
audience is far more interested in results and applicability. This translation of science
is crucial if presented to an industry audience. However, scientific research has great
value to offer to industry, because it transcends the anecdotal that is sometimes offered
by industry speakers. We believe it is crucial that software engineering research is
translated into applicable knowledge that furthers the profession.

8.2.4 Personal Reflections

This dissertation took six years to complete, from start to finish. At the start of my PhD
trajectory I had eight years of experience as Software Engineer and Architect. During
my PhD I combined the research and writing with my role as Lead Software Architect
at AFAS Software B.V. The result was a combination of practical software development
experience and conducting scientific research. This uniquely formed my research in
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the manner that Kruchten et al. [146] describes; it gave context to the problems that
I worked on. For me this was an ideal situation, working in industry but also dipping
my toes into the academic world. Although research without a substantive real-world
context is definitely valuable, it is not as appealing to me. My favorite quote, and
the motto of this dissertation, has always been “Talk is cheap, show me the code.”
(attributed to Linus Torvalds). This is not to say that research is cheap. If I have
learned something in the past six years, it is that conducting research and writing
scientific papers is hard work. However, I have always been fond of research that also
shows its practical application in a real-world problem. The real proof of research, for
me, is showing its value in the implementation of a software system.

A consequence of combining my work as a software architect with the research as
a PhD, was the lack of specialization. A PhD often specializes in a single topic and
becomes an expert in that field. However, the combination of both my interest in a
broad range of topics and the broad responsibility as a software architect resulted in a
dissertation that lacks a specialization. Instead I decided to address three aspects and
illustrate how the contributions all support the umbrella idea of supporting software
architects in the evolution of low-code platforms.

This combination of industry and scientific research was not always a bed of roses.
Translating our, in our own eyes, interesting results into scientific contributions proved
to be difficult at times. The challenge of translating industry experience into scientific
research is similar to that of translating scientific research into industry. While the
responses we got during meetups and conferences proved that our results were rele-
vant to industry, our reviewers were critical of the scientific contribution. Through this
process of submitting articles one learns to handle criticism. However, after six years
I have to conclude that every paper became better after the feedback. Although the
review system seems unpredictable at times, peer review is a crucial tool in the cre-
ation and communication of scientific knowledge. I know that the feedback I received
improved the quality of my articles and dissertation.

From the process of writing articles I did learn that I like, and perhaps even need, a
system that allows for iterative work. If, after a mere six years of experience, I could
offer suggestions for the scientific system it would be this: support, better yet, encour-
age, early ideas and results. There are already places where these early ideas and
results can be presented; the yearly Belgium-Netherlands Software Evolution Workshop
is one that comes to mind. But it seems that there is room for improvement as well.
Fast and multiple review cycles should enable a more iterative approach that would
allow researchers to grow and develop their ideas. These ideas can then be supported
by prototypes or other proof of concepts. Newer forms such as hackathons and compe-
titions (such as the MSR Mining Challenge or Language Workbench Challenge) already
stimulate these approaches. There is still an important place for more theoretical work
in the form of articles, but other forms could stimulate a “show, not tell” culture.

8.3 Future Work

Our research discusses software evolution in low-code platforms. As we already stated,
our research stands on the shoulders of giants. At the same time we acknowledge that
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we are not finished yet. There is room for improvement in all three of the following
areas: future research should be conducted.

8.3.1 Event Sourced Systems and Evolution

Our studies on event sourced systems started to uncover challenges that require at-
tention. We contributed a framework with techniques, including benefits and liabili-
ties, to the knowledge on evolution of event sourced systems. Follow-up studies on
the frequency of schema changes in event sourced systems and the required opera-
tions would improve our framework. Similar to work on relational databases such as
that published by Roddick [209], Maule, Emmerich & Rosenblum [160], and Curino,
Moon & Zaniolo [47] would further the scientific knowledge of schema evolution in
event sourced systems. Further study is also necessary on upgrades of the query-side
of an event sourced system. While those upgrades can build on knowledge of schema
evolution in relational databases and document databases, the interaction between
schema evolution in the event store and derived databases is a new topic that requires
additional research.

In Chapter 3 we address other challenges such as the steep learning curve, lack
of technology, rebuilding projections, and privacy. These challenges require follow-
up studies to provide knowledge, techniques, and tools to address these challenges.
The lack of technology will not be solved by new research but tools to evaluate event
source technology would improve the selection process. The privacy aspect within
event sourced systems is an interesting challenge. Recent legislation around privacy
protects the personal information of users by ensuring that they can be forgotten by
a system. However, an immutable event store conflicts with these directives. New re-
search should evaluate possible solutions that make event sourced systems compliant
with the law.

8.3.2 API Management in Software Ecosystems

During the development of the API-m-FAMM we listed several improvements that
could be made. In this list of future work we join Spruit & Roling [233] and Sanchez-
Puchol & Pastor-Collado [218] in their suggestions for future work. First of all, more
research is required on how to successfully deploy focus area maturity models in in-
dustry. For instance, by developing a web application through which practitioners may
easily navigate, as well as read focus area, capability, and practice descriptions, and
then mark which practices are or are not implemented within their organization. This
would replace our Excel spreadsheet and source document that we distributed through
our do-it-yourself kit and make the API-m-FAMM more actionable. The second oppor-
tunity lies in the potential to customize and adapt the API-m-FAMM depending on cer-
tain organizational characteristics and goals. The conducted case studies have shown
that certain focus areas are irrelevant for organizations that exclusively utilize internal
APIs. Other information that could be used to perform this adaptation may include
characteristics such as the size of the organization, whether a third-party API manage-
ment platform is used, or what type of product or services the organization provides.
Moreover, we hypothesize that there are opportunities for automation, customization,
and adaptation. This would create incentives for practitioners to reuse maturity mod-
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els and FAMMs for a longer period of time. Finally, it should be investigated whether
significant differences exist in terms of API management maturity between organiza-
tions that do use commercial platforms and those that do not.

In our research on API management among LCPs we outlined five engineering re-
search challenges that could be the topic of future work. These challenges are dis-
cussed in Chapter 5 and are in the areas Life Cycle Management, Performance, Observ-
ability, Community, and the abstractions for citizen developers. While the term ‘citizen
developer’ indicates that it has been the goal to open up software engineering to peo-
ple without formal software engineering education, we can hardly claim that this has
been successfully accomplished for API management. The complexity of modern soft-
ware solutions and the inherent simplification required to create LCPs are constantly
in direct conflict with each other. The platformisation trend is an example of this con-
flict: whenever LCPs venture into more complex types of software, new models and
abstractions are required to truly make software engineering accessible to any citizen
developer. We see it as future work to design new abstractions that make LCP solutions
simpler and more powerful in supporting API management practices.

8.3.3 Evolution Supporting Architecture

The final chapters on architecture in LCPs show that in general, knowledge on devel-
oping fully capable platforms is missing. Future research should gather and synthesize
this knowledge, first of all through systematic literature reviews. This existing knowl-
edge can then be used to ground the proposed Impact Analysis for Low-Code Develop-
ment Platforms framework. The result should be a comprehensive overview, including
definitions for the different concepts, that would bring together the different research
areas around impact analysis, model-driven engineering, and software evolution. We
join Tisi et al. [248] in stating that scalable artifact management is required for LCPs
to support large-scale platforms. These management tools would further improve the
options for impact analysis over these artifacts.

Luo et al. [156] state the high learning curve, and the lack of ease of use in LCPs as
challenges reported by practitioners. This matches our evaluation of support for API
management practices in LCPs. Tasks just outside the obvious design and development
of business applications, such as API management and testing [137], require new
abstractions.

The results from these opportunities should be validated with current LCP providers.
This validation balances the theoretical knowledge with real-world, context-specific
experiences. Case studies at multiple LCP providers are necessary to evaluate the
collected knowledge and remove biases. This would result in actionable best practices
that will move LCPs forward in democratizing software development.
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Summary

Our world is driven by software, from everything we do online to the cars we drive.
The role software plays is so large that you could say that every company is a soft-
ware company. Companies have to partake in this transformation to a software-driven
world but face various challenges in doing so. There is a scarcity of software engineers
which only appears to be increasing. Next to that, software development is complex
and requires a joint effort of software engineers and domain experts. Finally, when the
software is developed, the process does not stop. Companies do not operate in a vac-
uum; they are part of a larger world inhabited by customers, suppliers, governments,
and competitors. Therefore, companies have to constantly update their software to
comply with wishes and demands.

A recent development, low-code platforms, could be the solution to these challenges.
The term low-code emphasizes that these platforms enable the development of soft-
ware systems with a low effort of coding. Through the introduction of higher-level
abstractions, such as domain-specific models, these platforms enable citizen developers
(professionals without specific software development training) to develop software
systems. Enabling untrained professionals to participate in the software development
process not only means that fewer trained IT personnel are needed, but that the busi-
ness side is also automatically more involved in the development of the software.

Low-code platforms have to live up to certain expectations to be successful. They
have to support the development of modern, cloud-based applications. Successful soft-
ware is no longer an application accessible only through a company computer, modern
applications are always available from every device. Not only are they accessible for
humans, we also expect these applications to be open for communication with other
systems. This means that other companies can interact with the data and processes
inside these applications to create collaborations. Finally, low-code platforms need to
support companies in the long run. Maintaining software should be as easy as creating
new software.

This dissertation presents, in three parts, the evolution of low-code platforms and
how they support the new generation of digital companies. In each of these three
parts the software architect and his role in the development of low-code platforms
stands central.

The first part discusses software evolution in event sourced systems. Event-driven
architectures enable the development of large and complex software systems. Event
sourcing is a form of event-driven architecture that offers a lot of benefits for the
software system by storing every change as an event. An increased flexibility in making
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future changes is gained because the full history of a system is stored. However, event
sourcing also introduces new challenges in the evolution of a software system. Various
evolution techniques are presented that can be applied to confront these challenges.

API management in software ecosystems is central in the second part. Modern soft-
ware systems are open, which means that external parties can connect with a software
system to exchange data. Through these connections software ecosystems can grow.
In this ecosystem, the central software system is enriched by external complementors.
These connections are created through Application Programming Interfaces, abbrevi-
ated APIs. The management of these APIs is essential for the success of software
ecosystems. Low-code platforms have to support these processes and enable them for
citizen developers to be successful. The API-m-FAMM gives software architects a tool to
evaluate and plan the improvement of their API management capabilities.

Evolution supporting architecture is the third and final part. Changes that are made
within a low-code platform have an impact on other parts of the platform or even on
complementors. Some of these changes, for example, require data conversion. The
analysis of the impact is difficult because of the higher-level abstractions offered by
low-code platforms. For companies using low-code platforms this analysis is essential
in maintaining control over the software. The Impact Analysis for Low-Code Develop-
ment Platforms framework allows software architects to design the process of software
evolution, making sure that companies stay in control of their systems.



Nederlandse samenvatting

Onze wereld kan niet meer zonder software, van alles wat we online doen tot aan
de auto’s die we rijden. Software speelt een dermate grote rol dat je kan stellen
dat elk bedrijf tegenwoordig een softwarebedrijf is. Bedrijven moeten mee doen aan
deze transformatie naar een software-gedreven wereld, maar komen verschillende
uitdagingen tegen. Zo is er een groot tekort aan professionele softwareontwikkelaars
en het ziet er naar uit dat dit tekort alleen maar groter gaat worden. Daarnaast is het
ontwikkelen van succesvolle software complex en vereist het de samenwerking tussen
softwareontwikkelaars en domeinexperts. En als de software eenmaal ontwikkelt is
stopt het proces niet. Bedrijven opereren niet in een vacuiim, maar zijn onderdeel
van een wereld met klanten, leveranciers, concurrenten en overheden. Deze partijen
zorgen ervoor dat bedrijven hun software constant moeten aanpassen om zo te zorgen
dat deze blijft voldoen aan wensen en eisen.

Low-code platformen, een recente ontwikkeling, zouden wel eens de oplossing kun-
nen zijn voor deze uitdagingen. De term low-code refereert aan de minimale hoeveel-
heid code die nodig is om applicaties te ontwikkelen. Door het aanbieden van hogere
abstracties, zoals domein specifieke modellen, maken deze platformen het mogelijk
voor professionals zonder programmeer-training om applicaties te ontwikkelen. Deze
professionals zijn veelal de domeinexperts die voorheen alleen konden vertellen wat
ze nodig hadden. Door deze platformen zijn er dus niet alleen minder getrainde ont-
wikkelaars nodig, maar zijn de domeinexperts ook automatisch meer betrokken.

Om succesvol te zijn moeten low-code platformen de verwachtingen wel waar ma-
ken. Zo moeten ze het ontwikkelen van moderne cloud-applicaties ondersteunen. Suc-
cesvolle applicaties zijn niet langer alleen bereikbaar via een bedrijfscomputer, ze zijn
beschikbaar vanaf elk apparaat. Daarnaast moeten deze applicaties ook beschikbaar
zijn voor communicatie met andere software systemen. Dat betekent dat andere be-
drijven toegang kunnen krijgen tot de data en de processen zodat ze kunnen samen-
werken. En als laatste moet applicaties bijwerken net zo makkelijk zijn als nieuwe
applicaties ontwikkelen.

In dit proefschrift bespreken we in drie delen de evolutie van low-code platformen
en hoe zij de nieuwe generatie digitale bedrijven ondersteunen. In elk deel staat de
software architect en zijn rol in de ontwikkeling van een low-code platform centraal.

Het eerste deel bespreekt software evolutie in event sourced systemen. Event-gedreven
architecturen maken het mogelijk om grote en complexe software systemen te ontwik-
kelen. Event sourcing is een specifieke event-gedreven architectuurstijl die veel voor-
delen biedt aan architecten. In een event sourced systeem wordt elke wijziging in de
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applicatie bijgehouden. Hierdoor is de volledige historie beschikbaar waardoor er flexi-
biliteit voor toekomstige aanpassingen ontstaat. De evolutie van het systeem wordt
echter uitdagender, omdat de historie continue meegenomen moet worden. Software
architecten kunnen met de gepresenteerde evolutie technieken deze uitdagingen het
hoofd bieden.

API beheer in software ecosystemen staat centraal in het tweede gedeelte. Moderne
applicaties ondersteunen koppelingen met externe software systemen om data uit te
wisselen. Hierdoor kunnen zich software ecosystemen vormen waarin de centrale ap-
plicatie wordt verrijkt door externe partijen. In deze ecosystemen worden Applicatie
Programmeer Interfaces (API's) gebruikt om te communiceren. Het beheren van deze
APT’s is essentieel voor het succes van een software ecosysteem. Low-code platformen
moeten het mogelijk maken voor professionals zonder programmeer-training om deze
beheerstaken uit te voeren. Het ontwikkelde API-m-FAMM geeft software architec-
ten een hulpmiddel om de volwassenheid van hun API beheer mogelijkheden vast te
stellen en verbeteringen te plannen.

Evolutie ondersteunende architectuur is het derde en laatste deel van dit proefschrift.
Er worden continue veranderingen gemaakt in een low-code platform, en deze veran-
deringen hebben impact op andere onderdelen van het platform, of zelfs op externe
partijen die gebruik maken van de API’s. Voorbeelden hiervan zijn veranderingen die
het nodig maken om de bestaande data te transformeren. De nieuwe abstracties in
low-code platformen maken het niet eenvoudig om deze analyse te doen. Voor be-
drijven die gebruik maken van deze platformen is deze analyse noodzakelijk om grip
te houden op de software. Het Impact Analysis for Low-Code Development Platforms
framework toont software architecten hoe ze deze analyse mogelijk maken, zodat be-
drijven hun applicaties onder controle houden.
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Errata

As with any sufficient large document, errors are bound to show up after printing.

I've decided to update the PDF version, available through my website https://www.
movereem.nl/. This chapter lists the corrections made.

2022-07-29

+ Chapter 5 was wrongly titles “API Management Maturity of LDCPs”.
+ In Figure 4.2 the latest version was wrongly labelled “v0.6”.
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